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ABSTRACT

This paper examines the hypothesis that both stock returns and volatility are asymmetric functions of past information derived from domestic and US stock-market news. The evidence finds the presence of negative autocorrelation, which is consistent with the dominance of positive-feedback trading behavior. By employing a double-threshold autoregressive GARCH model to investigate four major index-return series, we find significant evidence to sustain the asymmetric hypothesis of stock returns. Specifically, we find that negative news will cause a decline in national stock returns that is larger than the gain caused by good news of an equivalent magnitude. This also holds true for the conditional variance. The return appears to be more volatile and persistent when bad news hits the market than when good news does. This may be also attributable to the wealth effect argued by Black (1988).
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I. Introduction


In conducting empirical analyses of stock-market spillover, ARCH-type models (Engle, 1982; Bollerslev, 1986; French et al, 1987; Schwert, 1989; Pagan and Schwert, 1990; Lin et al, 1994; Baillie and DeGennaro, 1990; Cheung and Westermann, 2001) have been used widely in their capacity of modeling clustering phenomenon of stock-return volatility. Bollerslev et al (1992) conclude that the GARCH(1,1) model appears to be sufficient to describe the volatility evolution of a stock-return series.

A drawback of standard ARCH-type models is that the estimated coefficients are assumed
to be fixed throughout the sample period and fail to take into account the asymmetric effect between positive and negative shocks to stock returns. This leads to the third regularity - an asymmetric effect is found in studying stock-return series. It has been shown that a negative shock to stock returns will generate greater volatility than will a positive shock of equal magnitude. By extending the research methods proposed by Nelson (1991), significant evidence to support the asymmetric hypothesis of stock-index returns is found by Glosten *et al* (1993), Engle and Ng (1993), Koutmos (1997, 1998, and 1999), among others. More recently, Bekaert and Wu (2000) and Wu (2001) highlight the leverage effect and volatility feedback effect in explaining asymmetric volatility in response to news by using Japan’s Nikkei 225 stock index.

In tackling the autocorrelation and asymmetric phenomenon, Amihud and Mendelson (1987), Damodaran (1993), and Koutmos (1998) propose partial-adjustment price models by arguing that prevailing stock prices incorporate negative returns faster than they do positive returns. Thus, the news variable is implicitly embedded in the autoregressive process of the mean equation. Alternatively, Sentana and Wadhani (1992) and Antoniou *et al* (2005) emphasize the relative market strength of the feedback between positive and negative traders: dominance of positive-feedback traders leads to negatively autocorrelated stock returns, while governance of negative-feedback traders produces positively autocorrelated stock returns.¹

It is argued further that positive-feedback trading dominates at levels of high volatility, while negative-feedback trading does at levels of low volatility. As such, positive-feedback trading causes negative autocorrelation which rises, in absolute terms, with the level of volatility. Asymmetric effect in this model reflects the market phenomenon that the
magnitude of negative autocorrelation due to a large decline in price (bad news) increases more than its decline, in absolute measure, with an equivalent increase in price (good news).

The models proposed by Amihud and Mendelson (1987), Damodaran (1993), and Koutmos (1998) are useful and appropriate if our interest is to focus on examining whether news of negative returns is incorporated into current prices faster than news reflecting positive returns. It is also appealing to use the models suggested by Sentana Wadhwani (1992) and Antoniou et al. (2005) if we want to highlight trading strategies by investigating investor decisions based on domestic past-price movements. Their models, however, exclude very important information: cross-market correlation/feedback.²

In viewing the bulk of the evidence cited earlier, that returns are internationally correlated (Hamao et al. 1989; King and Wadhwani, 1990; Bae and Karolyi, 1994; Koutmos and Booth, 1995) and that innovations in the US market are transmitted rapidly to the rest of the world (Eun and Shim, 1989; Masih and Masih, 2001), it is of interest to examine whether stock returns in the advanced capital markets also react asymmetrically to news from the US stock market. The decision to include the US market as part of the information set is based on several factors. First, our causality tests (see Appendix I), both Granger and Sims tests, show consistently that causal relationships have been dominated by information running from the US market to international markets, although a minor feedback is found in the case of the Japanese market. Second, the US market, with its dominant trading position in world capital markets, is also the most influential producer of information. Its technological advances and computerized trading systems have greatly facilitated the transfer of information flows from market to market. Third, empirical evidence presented by Masih and Masih (2001) confirms earlier findings (Eun and Shim, 1989) that the US market provides price leadership in the
world marketplace. Fourth, international investors often overreact to news from the US market and are less sensitive to other markets (Becker et al., 1995). Therefore, stock news released from the US market is expected to be transmitted to other markets in an efficient way.

From an econometric point of view, instead of simply extending a TAR model (Tsay, 2001a), AR-EGARCH model (Koutmos, 1999), or EAR-TGARCH model (Koutmos, 1997) by emphasizing an autocorrelation specification based on domestic stock-return news, we specify a mean equation by linking current return to a news index containing past information from both domestic and US markets. Moreover, we are interested in examining the possibility of asymmetric effects in reactions to the news index, in both return and volatility. To capture these features, we propose a double-threshold-autoregression GARCH model (DTR-GARCH), with the model being estimated by a Bayesian method. On the basis of Bayesian estimations, we derive optimal market-return index news to project future stock return for each market.

Our study differs from previous research in several respects. First, instead of focusing exclusively on single-stock information embodied in the autocorrelation term (Sentana and Wadhwani, 1992; Koutmos, 1997, 1998; Tsay, 2001a) or cross-market information (Chen et al., 2003), we employ composite news derived from both domestic and foreign markets and analyze the asymmetries in returns and variances. This specification allows us to examine individual news effects or combinations from both stock sources. Thus, our findings will provide a broader avenue for processing past information in a multi-asset framework and will shed light on the asymmetric effect of international stock returns. Second, a Bayesian method will be utilized in an empirical estimation to generate a vector of unknown
parameters, $\Theta$, in the DTR-GARCH model, including a threshold value, $r$; an optimal weight, $w$; and a time delay, $d$. This allows us to generate approximated samples from the posterior distribution of $\Theta$ via a Markov chain Monte Carlo (MCMC) method (Chib and Greenberg 1995; Tsay, 2001b). Thus, the usual restriction by pre-setting $r$ and $d$ in estimating a threshold model can be avoided.

Following this introduction, the remaining part of the paper is structured as follows. Section II describes the data and presents some statistical properties of stock returns in a standard GARCH(1,1) specification. Section III provides the rationale and procedures for using a Bayesian estimation of a DTR-GARCH model. Section IV presents the estimated results for both mean and conditional variance equations by using the Bayesian method and includes a discussion of model checking and selection. Section V contains concluding remarks.

II. The Data and Basic Statistics

A. Data Sample

The data used in this study are daily stock-price indices for five stock markets for the period of January 1, 1990, through April 15, 2005. The data consist of the Toronto SE 300 (Canada), the FTSE 100 (United Kingdom), the Dax 30 (Germany), the Nikkei 225 (Japan), and the S&P 500 (United States). All the data were taken from Data Stream International. Following the conventional approach, taking the natural logarithmic difference of the daily stock index times 100 generates our daily stock-return series. That is, $R_t = 100 \cdot (P_t - P_{t-1})$, where $P_t$ and $P_{t-1}$ are the natural logarithms of a stock index at time $t$ and $t-1$.

Our investigation covers the major stock indices in the global marketplace, those of
Canada, the United Kingdom, Germany, Japan, and the United States. This wide array of data allows us to investigate market behavior involving spatial differentials, which may be unique or country specific. To compare the realized returns for stock indices in a given calendar day in different real-time periods is not an easy job. Stock markets in different countries operate in different time zones with different opening and closing times. To address this issue, Kofman and Martens (1997), Kahya (1997), and Martens and Poon (2001) construct synchronous data to analyze correlation and instant market behavior.

Yet, investors may not react to news instantaneously due to fear of market uncertainty, liquidity constraints, and time required to reformulate investment strategies. In practice, risk-averse investors tend to take time to reassess their investment performance based on daily market-index movements and then to restructure their portfolios. Consequently, the most recent closing price plays a vital role in assisting investors in that portfolio structuring and hence influences the following-day price movements. Moreover, stock trading at New York City (the S&P 500 Index in the US market) is the last market to close among the different world exchanges under investigation. So closing news in the US market at day (t-1) will have sufficient time to be transmitted to the Japanese and various European markets, facilitating their investment decision-making processes.

B. Basic Statistics

To provide a general understanding of the nature of each market’s return, we report a summary of basic statistics of the daily returns in Table 1. The statistics contain mean, standard deviation, skewness (Sk), kurtosis (Ku), and Ljung-Box tests. The mean values range from -0.0308 (Japan) to 0.0294 (United States) and the standard deviations from 0.8558 (Canada) to 1.4655 (Japan). In terms of mean-variance criterion, North American markets
have exhibited better performance, followed by the European markets. The Japanese market appears to show a negative return as well as the highest standard deviation. The unfavorable performance of Japanese stock returns is attributable to the fact that the Japanese market has been experiencing a bear market since 1989, and this situation was further aggravated by the Asian crisis and the US recession.

The statistics for skewness and excess kurtosis suggest that the data depart from normality. The normality test, as measured by the Jarque-Bera statistic, is rejected for all the markets. The rejection occurs because the stock-index changes are either not independent, not normally distributed, or both. Thus, we examine the independence of stock returns up to the $10^{th}$ order. On the basis of the Ljung-Box statistics, the measures of LB(10) are highly significant, rejecting the absence of autocorrelation in the daily data. The existence of autocorrelation may result from market frictions or slow adjustments. The LB$^2$(10) statistics for examining the null hypothesis of dependency on the squared returns are also significant, suggesting that the variance is presenting a clustering phenomenon. From the test results then, we conclude that stock-index changes deviate from normality due either to leptokurtosis or to asymmetry.

C. Causal Relationship

It is important to note that stock markets in different countries operate in different time zones with different opening and closing times. Our focal point in this study is not to investigate the impact of instantaneous stock news derived from high-frequency data, which can be highlighted by intra-day or tic-tac data. Rather, our intention is simply to examine the effect of market closing information flowing from the US market to other major trading markets. This is based to some extent on the fact that New York City market operations (the S&P 500
Index) are the last to close among the global exchanges under investigation. Closing news in the US market at day (t-1) will have informational content that will provide sufficient time for investors in Japanese and European markets to analyze market momentum and formulate their optimal portfolio decisions in the following trading day. A priori, we anticipate that US market news will have a more profound effect on Japanese and European markets than on the Canadian market since both US and Canadian markets close at the same time.

To provide statistical information to justify the causal sequence of the stock-return series, we conduct both the Granger test and the Sims test. The results are presented in Appendix I. The F-statistics show consistently that causal relationships have been dominated by information running from the US market to international markets, although a minor feedback is found from the Japanese market. In particular, no matter whether the US stock-return variable is used to serve as an incremental variable in the Granger test or is being used to explain future stock-return variables for international markets in the Sims test, the null hypothesis of no causality is strongly rejected in all cases. We can conclude from the evidence, then, that US-stock news plays a major role in explaining international stock returns.

D. The Traditional Model

To precede our empirical analysis, it is convenient to start with an estimation of a traditional model that can serve as a basis of comparison. It follows that the current stock return is specified as a function of an AR(1) term and a lagged cross-asset return in the mean equation. The AR(1) term denotes domestic stock-return news, and the lagged cross-asset return captures recent foreign (US) stock-return news. By assuming that the conditional variance can parsimoniously be represented by a GARCH (1,1) process, as popularized by Bollerslev
et al (1992), we estimate Model 1, consisting of Equation (1) and Equation (2) as follows:

\[ R_i^t = \phi_0 + \phi_1 R_{i-1}^t + \psi_1 R_{j-1}^t + u_t, \]  

\[ h_t = \alpha_0 + \alpha_1 u_{t-1}^2 + \beta h_{t-1}, \]

where \( R_i^t \) and \( R_j^t \) are stock returns from countries \( i (i = \text{Canada, United Kingdom, Germany, and Japan}) \) and \( j \) (the United States), respectively; \( h_t \) is the conditional variance; \( \phi_0, \phi_1, \psi_1, \alpha_0, \alpha_1, \) and \( \beta_1 \) are constant parameters; and \( u_t \) is a random-error term, \( u_t = \sqrt{h_t} \varepsilon_t, \varepsilon_t \sim N(0,1). \)

Estimates of Equation (1) and Equation (2) are presented in Table 2, which contains the parameters of \( (\phi_0, \phi_1, \psi_1, \alpha_0, \alpha_1, \beta_1) \) and the corresponding standard errors. Consistent with the presence of positive-feedback trading (Sentana and Wadhwani, 1992), the coefficients of the AR(1) term for the UK, German, and Japanese markets are negative and statistically significant. This coefficient, however, is positive for the Canadian market, which follows the argument of partial adjustment (Koutmos, 1998) or nonsynchronous trading (Lo and Mackinlay, 1990). With respect to the coefficients of US returns, the estimated signs are all positive, ranging from 0.0677 to 0.4611, with the Canadian coefficient posting the lowest value. By checking the performance of the regressors, the coefficient of the US-index returns appears to play a more significant role than does the AR(1) term for UK, German and Japanese markets. The exception again occurs for the Canadian market. One possible explanation for this exception is the fact that the closing hour of stock markets in the United States and Canada is the same; while there is a significant lag in the global time sequence when looking at the United Kingdom, Germany, and Japan due to time-zone differences such that stock-return news will have more informational content in these markets. Evidently,
the hypothesis of independence of stock-index returns from the US market is uniformly rejected. The significance of the lagged US stock returns and AR(1) component contradicts the efficient-market hypothesis.

Checking the variance equation, we find that all the coefficients in the GARCH(1,1) equations are statistically significant, indicating that stock-return volatilities are characterized by a heteroscedastic process. Note that the average variance, measured by $\alpha_0/(1-\alpha_1-\beta_1)$, shows that both the United Kingdom and Japan have significantly higher average variances than the other markets under study.

By examining the adequacy of the mean equation as well as the validity of the volatility equation for the series $\tilde{u}_t$ and $\tilde{u}_t^2$, respectively, where $\tilde{u}_t = \hat{u}_t / \sqrt{h_t}$, we calculate the Ljung-Box statistics of the standardized shocks and the squared standardized shocks, respectively, up to the 10th lag; those statistics have been reduced significantly as compared with those shown in Table 1. The test results show that the model is adequate.

Note that the portmanteau test is unable to detect the presence of asymmetries in the conditional variance. For this reason, we perform the diagnostics for asymmetry proposed by Engle and Ng (1993). The tenet of these tests is based on the presumption that if the residual squared series follows an i.i.d. process, it should be independent of positive and negative innovations. Panel B presents four tests for investigating asymmetry, including a sign-bias test (t-test), negative sign-bias test (t-test), positive size-bias (t-test), and joint tests ($\chi^2$-test). A clear conclusion derived from these tests is that the hypothesis of symmetrical conditional variances in these markets is uniformly rejected.

In addition, even though the system in Equation (1) and Equation (2) provides a framework to describe daily asset-return behavior in a GARCH(1,1) process, the estimated
coefficients are fixed and fail to reflect the asymmetric responses of market news. In order to examine whether past stock news would produce asymmetric effects on the mean and conditional variance equations, we construct a threshold-regression-GARCH (TR-GARCH) model characterizing regime switching, which we shall present next.

III. THE DOUBLE TR-GARCH MODEL

A. The Model Representation

The quantitative model we adopt here is similar to the one proposed by Chen et al. (2003), which is a generalization of the threshold ARCH models proposed by Li and Lam (1995), Li and Li (1996), and Chen (1998) or a self-exciting threshold autoregressive model (SETAR) proposed by Tong and Lim (1980), Tong (1983, 1990), and Tsay (1998). This model is characterized by several nonlinear factors commonly observed in practice to capture the asymmetry in declining and rising patterns of a process. It uses piecewise linear models to obtain a better description of conditional mean and conditional volatility equations. To elucidate our explanation, we elaborate Model 1 in the previous section in two different ways. First, we specify an asymmetric model of stock returns and variance by considering a single threshold variable, a domestic stock return which is called Model 2. Next, we get into the heart of our study by introducing composite stock return news as threshold variables in Model 3. These two models are presented as follows.

Model 2: Double-threshold GARCH with domestic lagged information as threshold variable

\[
R_t^i = \begin{cases} 
\phi_0^{(1)} + \phi_1^{(1)} R_{t-d}^i + \psi_1^{(1)} R_{t-d}^i + u_t, & \text{if } z_{t-d} \leq r \\
\phi_0^{(2)} + \phi_1^{(2)} R_{t-d}^i + \phi_2^{(2)} R_{t-d}^i + u_t, & \text{if } z_{t-d} > r.
\end{cases}
\]  

(3)

The corresponding GARCH(1,1) specifications for the conditional variances are given by:
\[ h_t = \begin{cases} 
\alpha_0^{(1)} + \alpha_1^{(1)} u_{t-1}^2 + \beta_1^{(1)} h_{t-1} & \text{if } z_{t-d} \leq r \\
\alpha_0^{(2)} + \alpha_1^{(2)} u_{t-1}^2 + \beta_1^{(2)} h_{t-1} & \text{if } z_{t-d} > r 
\end{cases} \]  \tag{4}

\[ u_t = \sqrt{h_t} e_t, \quad e_t \sim t(\nu) \]

\[ z_{t-d} = R_{t-d}^i. \]  \tag{5}

**Model 3: Double-threshold GARCH with composite lagged information as a threshold variable**

\[ R_t^i = \begin{cases} 
\phi_0^{(1)} + \phi_1^{(1)} R_{t-d}^i + \psi_1^{(1)} R_{t-d}^j + u_t, & \text{if } z_{t-d} \leq r \\
\phi_0^{(2)} + \phi_1^{(2)} R_{t-d}^i + \psi_1^{(2)} R_{t-d}^j + u_t, & \text{if } z_{t-d} > r 
\end{cases} \]  \tag{6}

The corresponding GARCH(1,1) specifications for the conditional variances are given by:

\[ h_t = \begin{cases} 
\alpha_0^{(1)} + \alpha_1^{(1)} u_{t-1}^2 + \beta_1^{(1)} h_{t-1} & \text{if } z_{t-d} \leq r \\
\alpha_0^{(2)} + \alpha_1^{(2)} u_{t-1}^2 + \beta_1^{(2)} h_{t-1} & \text{if } z_{t-d} > r 
\end{cases} \]  \tag{7}

\[ u_t = \sqrt{h_t} e_t, \quad e_t \sim t(\nu) \]

\[ z_{t-d} = wR_{t-d}^i + (1-w)R_{t-d}^j. \]  \tag{8}

Equation (3) and Equation (4) specify a two-regime model by using \( z_{t-d} \) as an information variable at time \( t \) with a \( d \)-period delay. As indicated by Equation (5), past domestic stock-return news is considered as a primary variable in Model 2 to serve as an information variable. The superscript 1 indicates regime 1, where the stock return is equal to or smaller than the critical value, \( r \); otherwise, regime 2, which corresponds to the state that the stock return is greater than \( r \). As mentioned earlier, the national stock-index return is assumed to have an autoregressive term, \( R_{t-d}^i \), that exhibits a partial adjustment of past price to its market fundamentals (Amihud and Mendelson, 1987; Damodaran, 1993; Koutmos, 1998; Bekaert
and Wu, 2000) or reflects a dominant positive-feedback trading behavior (Sentana and Wadhwani, 1992).  

A shortcoming of Model 2 is that it fails to incorporate cross-market feedback into the information set. To highlight the significance of stock-return news from global markets due to correlations of the industrial structure (Roll, 1992), contagion effects (King and Wadhwani, 1990), or other forms of spillover (Ito et al, 1992), we add $R^j_{t-d}$ to $z_{t-d}$ to form a new information variable. With the dominant share of the US market, which is also the last market to close on the global clock for a given calendar day, the foreign information $R^j_{t-d}$ in our context is based mainly on US stock-index return news. Thus, the threshold variable $z_{t-d}$ in Equation (8) is a weighted average of country $i$th (domestic) lagged stock return and country $j$th market information (the lagged US stock return), where $w$ in Equation (8) is the weight of the country $i$th (domestic) market and follows the restriction that $w \in [0,1]$. 

The time lag for news to arrive in national markets is expected to be relatively short from an efficient market point of view. Additionally, the parsimonious principle suggests that the lag length should be based on model fitting of available data without using any unnecessary parameters. The decision for the choice of the delay variable, $d$, in this study will be dependent on empirical regularity via data simulation, which is the mode in our empirical estimation. Again, we use the information variable to divide the test equation into two regimes as we did in Model 2. Putting Equations (6) through (8) together forms our Model 3. 

In sum, the dynamic structure of the mean equation is dependent on an autocorrelation term and on past U.S stock-return news, and the variance equation follows a GARCH(1,1) process by restrictions that $\alpha_0^{(i)} > 0$, $\alpha_1^{(i)}$, $\beta_1^{(i)} \geq 0$, and $(\alpha_1^{(i)} + \beta_1^{(i)}) < 1$, for $i = 1, 2$. We fit a standardized Student-$t$ distribution to capture empirical leptokurtosis (Andersen et al, 2000).
The model is divided into two different regimes in response to bad news, $z_{t-d} \leq r$, which we define as regime 1, and good news, $z_{t-d} > r$, which we label regime 2, to capture the mean and volatility asymmetries.

**B. Estimation Procedures**

Classical estimation of parameters in the threshold class of models is usually done by a least-squares method with $r$, $w$, and $d$ pre-fixed (Tong, 1990). Estimates of $r$ and $d$ are determined by using information criteria such as AIC and BIC (Tsay, 1998; Shen and Chiang, 1999); $w$ is pre-set by either 0 or 1. The shortcoming of this sampling approach is that by fixing $r$, $w$, and $d$ in advance, before estimating other parameters by least squares, the uncertainty of $r$, $w$, and $d$ cannot be taken into account when performing statistical inference for other parameters.

To alleviate the problems arising from predetermining $r$, $w$, and $d$, we adopt a Bayesian approach, which allows us to estimate $r$ (threshold value), $w$ (weight parameter lying between 0 and 1), $d$ (delay variable), and other parameters ($\phi_0^{(1)}, \phi_1^{(1)}, \psi_1^{(1)}, \alpha_0^{(1)}, \alpha_1^{(1)}, \beta_1^{(1)}, \phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{(2)}, \alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)}$) simultaneously. That is, we can generate approximated samples from the posterior distribution of unknown parameters, including $\phi_0^{(1)}, \phi_1^{(1)}, \psi_1^{(1)}, \alpha_0^{(1)}, \alpha_1^{(1)}, \beta_1^{(1)}, \phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{2}, \alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)}, r, w,$ and $d$ via MCMC methods (Chib and Greenberg, 1995; Chen, 1998; Tsay, 2001b; Chen et al, 2003; Chen and So, 2005). The estimation procedures of a Bayesian method are presented in Appendix II.

**IV. Estimated Results from A Bayesian Method**

Estimates of parameters for stock returns from double-threshold GARCH models using domestic lagged-return news and composite stock-return news, respectively, as a threshold variable are reported in Table 3 and Table 4. In general, both models yield very similar
qualitative results. Since Model 3 is more general and appears to have more informational content, our analysis shall concentrate on the report of Model 3 as shown in Table 4.

The estimated parameters reported in Tables 4 are the values of the posterior means, while the numbers in parentheses are the corresponding posterior standard deviations of the parameters. As may be seen from Tables 4, all of the $\phi^{(i)}_1$ s ($i = 1,2$) are negative and their values are sufficiently large as compared with the corresponding standard errors, indicating that the estimated parameters are highly significant at standard significance levels and consistent with the presence of positive-feedback trading (Sentana and Wadhwani, 1992). The only exception is the Canadian market where the AR(1) term is positive, especially in the good news regime. The presence of a positive sign may due to the fact that both US and Canadian markets, closing at the same time, share some common information. With respect to the coefficients of $\psi^{(i)}_1$, all of them are positive and highly significant except for the Canadian market in a bad-news regime. In general, the evidence suggests that national stock returns are not independent of news released from the latest home and US stock returns.

Table 4 also reports the threshold variable, $r$, for each market. The evidence suggests that only when a loss, produced by weighting the average of domestic and US stock-index returns, exceeds the threshold level is considered to be bad news. Our findings show that the threshold values are in the ranges of -0.224 to -0.5246 and vary from market to market. The optimal weights derived from the MCMC sampling are 0.2861, 0.6112, 0.6222, and 0.7137 for the United Kingdom, Canada, Germany, and Japan, respectively. These statistics suggest that market participants in the United Kingdom tend to place a relatively greater weight on US stock-return news in projecting their stock returns, while investors in the other three markets place more weight on their domestic stock-return news. The most appropriate
time delay that investors employ to assess market conditions is one day, which is shown in the $d$ values (the third row from the bottom) derived from the posterior modes.\textsuperscript{11}

\textit{A. Asymmetry in Stock Returns}

As shown in Table 4, the Bayesian analysis of each stock-index return exhibits different behavior in reacting to stock news. The estimated mean coefficients and their corresponding standard errors obtained from regime 1 (bad news) are in general larger in magnitude than those appearing in regime 2 (good news), displaying asymmetric effects in the different regimes. The sign of the parameter $\phi_1^{(1)}$ is negative and statistically significant. The estimated values of $\phi_1^{(1)}$ are greater than those of $\phi_1^{(2)}$ (in absolute value), indicating that the response of stock returns to past information is more sensitive in regime 1 (bad news) than in regime 2 (good news). Market participants in the United Kingdom, Germany, and Japan appear to exhibit consistent behavior, where the sign of autocorrelation is negative whether good or bad news presents. The performance of these markets is consistent with the dominance of positive-feedback traders. However, we find that the Canadian market exhibits sign reversals, indicating a phenomenon dominated by negative-feedback traders when good news occurs. Deviation of market behavior associated with the Canadian stocks versus other markets may be due to the fact that both US and Canadian markets are more highly integrated and operate in the same time zone. The sharing of common market information tend to create co-movements and to generate positive coefficients for both $\phi_1^{(2)}$ and $\psi_1^{(2)}$.

The asymmetric effect derived from US stock-return news is not so noticeable. That of the UK market is more apparent since it places more weight on US stock-return news to project its stock movements, while the other three countries put less weight on the US market. An important implication of identifying the weights in this study is that the information
derived from Table 4 can be a significant input for helping financial managers to differentiate the informational impact on stock returns and hence to manage their portfolios in response to different types of shocks.

B. Estimation Results for Variance Equation

The statistical performance shown in Table 4 also indicates that conditional variance equations are well represented by a GARCH(1,1) process as evidenced by the high level of significance of the estimated coefficients, supporting the phenomenon of volatility clustering. In addition to this standard outcome, two significant findings are worth noting. First, an asymmetric effect is present in the variance equations. This can be seen from the constant component of the variance $\alpha_0^{(1)}$ versus $\alpha_0^{(2)}$. The estimated values for $\alpha_0^{(1)}$ are all higher than those of $\alpha_0^{(2)}$. In addition, the values of the average of the unconditional variance in regime 1, $\alpha_0^{(1)}/(1-\alpha_1^{(1)}-\beta_1^{(1)})$, are much larger than those in regime 2, $\alpha_0^{(2)}/(1-\alpha_1^{(2)}-\beta_1^{(2)})$, exhibiting an asymmetric reaction of stock volatility to negative news versus positive news.

This finding of asymmetric volatility is consistent with a number of results seen in the literature (Campbell and Hentschel, 1992; Koutmos, 1998, Bekaert and Wu, 2000). The underlying economic rationale is that whenever bad news impacts the market, it creates fear and heightens stock volatility as well as triggers a large volume of selling. This higher level of volatility in the markets has to be compensated by higher expected returns, leading to a decline in stock prices. Due to the very nature of volatility persistence, as implied by the GARCH (1,1) process, the conditional volatility is expected to be revised upward further due to market momentum. Moreover, the wealth effect due to implementation of stop-loss orders as emphasized by Black (1988) or the leverage effect triggered by price declines could reinforce the volatility acceleration as described by Bekaert and Wu (2000). As a result, we
anticipate that a negative shock in stock markets could generate a substantial increase in conditional volatility. The activity of positive-feedback trading further reinforces the increase in negative autocorrelation. Note that when good news enters the market, it generates an enthusiasm that stimulates market volatility as a result of an increase of orders. However, this increase in volatility will be moderated by price declines caused by demand for a higher expected return. At the same time, the leverage effect is also likely to exhibit downward pressure on the conditional volatility. Thus, positive news does not necessarily create a significant increase in conditional volatility. Putting these two stories together, it is clear that the effect on conditional volatility is more profound when bad news hits the market than when good news does.

Second, the sum of the estimated coefficients, \( \alpha_i^{(1)} + \beta_i^{(1)} \), is close to unity, and \( \alpha_i^{(2)} + \beta_i^{(2)} \) is not, implying that \( \alpha_i^{(i)} + \beta_i^{(i)} > \alpha_i^{(2)} + \beta_i^{(2)} \) and that the volatility in regime 1 maintains a higher persistence, or a longer memory. This suggests that bad news tends to create a longer negative effect than does good news, which is consistent with investor behavior where experiencing a loss in the stock market will create a more persistent fear than will momentary gain and the excitement derived from a positive stock return.

C. Model Checking and Selection

To examine the performance of the models, we conduct the diagnostic tests suggested by Li and Li (1996) to the standardized residuals derived from the double TR-GARCH models. The tests apply to Q-statistics in calculating the joint significance of autocorrelations in the standardized residuals, squared standardized residuals, and absolute standardized residuals up to the 20\(^{th}\) lag. The test results are reported in Table 5 (for Model 2) and Table 6 (for Model 3), respectively. Comparing these estimated statistics with the critical values of
To compare the performance between two competitive models, we use a Bayesian decision rule: the posterior-odds ratio (Zellner, 1971). For any two models, say A and B, the posterior-odds ratio \( P_{OR_{A,B}} \) is given by:

\[
P_{OR_{A,B}} = \frac{p(A \mid R)}{p(B \mid R)} = \frac{p(R \mid A)p(A)}{p(R \mid B)p(B)},
\]

where \( p(A) \) and \( p(B) \) are prior probability for models A and B, respectively, and \( p(A) \) represents the chance that A is the true model before collecting data. It is subjectively chosen and is a probability based on prior belief, experience, or past history. After collecting data, we have to revise \( p(A) \) to the posterior probability that A is the true model, \( p(A \mid R) \). Given the data information, \( R \), in the sample, the conditional probability that A is the true model will be \( p(A \mid R) \). If \( p(A \mid R) > p(B \mid R) \), A is preferable to B because A has a higher chance of being true compared with B, given the data. The decision rule is to choose model A if \( P_{OR_{A,B}} > 1 \); otherwise, choose model B. From Equation (9), \( P_{OR_{A,B}} > 1 \) implies that \( p(A \mid R) > p(B \mid R) \), meaning that after observing the data, the probability of model A being the true model is higher than that of model B.

The logarithmic posterior-odds ratios for three alternative models are reported in Table 7, where we make pair-wise comparisons. Since all of the logarithmic posterior-odds ratios are greater than zero (\( \ln[P_{OR_{A,B}}] > 0 \) implies that \( P_{OR_{A,B}} > 1 \)), we conclude that A is preferable to B when A denotes Model 3 - the threshold variable is defined as a weighted average of most recent domestic and US stock-return news - and B stands for Model 2 - the threshold variable is based on the latest domestic stock-return news. Apparently, both asymmetric models
(Model 2 and Model 3) are superior to the naïve model (Model 1). All in all, Model 3 is the most preferable.

V. SUMMARY AND CONCLUDING REMARKS

In this paper, we have investigated the dynamic behavior of daily stock-index returns of four major stock markets. In conformance with well-established empirical regularities, the stock-index returns present some degree of persistence and have substantial international spillover; the volatility evolution process appears to be described well by a GARCH(1,1) model. Since Engle and Ng (1993) tests for sign and size bias show that each stock return series reveals strong asymmetric characteristics, we employ a composite stock-return news variable by weighting the average of the most recent domestic and US stock-return news to specify a double-threshold GARCH model. The evidence from this model based on a Bayesian analysis shows that stock returns for the United Kingdom, Germany, and Japan exhibit negative autocorrelation, while a positive sign of autocorrelation is present for the Canadian market. The evidence also suggests that all the markets returns are positively influenced by the US stock-market news. In further analyzing the relative significance of stock news, the data suggest that the optimal weight, on average, is higher than 0.5, meaning that, in forming the news index, a higher weight has been placed on domestic stock news for Canada, Germany, and Japan than on US stock news. Here the exception is the United Kingdom, where lagged US stock-return news carries more weight. By using a posterior-odds ratio, defined by the ratio of two posterior-model probabilities, to compare alternative models, the test results uniformly support the model specifying the threshold (news) variable by a weighted average of domestic and US stock-return news.
This study shows consistently that asymmetric effects are present in both the mean equation and the conditional variance equation. The empirical results indicate that the estimated coefficients in both mean and variance equations are larger in the regime where bad news occurs in comparison with a regime of good news. In particular, price changes are more sensitive when bad news hits the market than when an equivalent amount of good news arrives. The values of unconditional variance in regime 1, $(\alpha_0^{(1)}/1-\alpha_1^{(1)}-\beta_1^{(1)})$, are much larger than those in regime 2, $(\alpha_0^{(2)}/1-\alpha_1^{(2)}-\beta_1^{(2)})$, for all markets, exhibiting an asymmetric reaction of stock volatility to negative news versus positive news. In a market dominated by positive-feedback traders, a higher volatility tends to further strengthen the negative autocorrelation. The evidence also suggests that the sum of the estimated coefficients for the variance equation in regime 1 $(\alpha_1^{(1)} + \beta_1^{(1)})$ is much closer to unity than the sum of coefficients in regime 2 $(\alpha_1^{(2)} + \beta_1^{(2)})$, implying that the volatility exhibits high persistence or has a longer memory when bad news hit the markets. This suggests that bad news tends to create a much longer negative effect than good news.
TABLE 1. Preliminary Statistics of Stock-index Returns for Five Major Markets

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>.02128</td>
<td>.0177</td>
<td>.0220</td>
<td>-.0308</td>
<td>.0294</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>.8558</td>
<td>1.0266</td>
<td>1.4409</td>
<td>1.4655</td>
<td>1.0104</td>
</tr>
<tr>
<td>Skewness (Sk)</td>
<td>-.7085</td>
<td>-0.0943</td>
<td>-0.2459</td>
<td>0.1960</td>
<td>-0.1003</td>
</tr>
<tr>
<td>Kurtosis (Ku)</td>
<td>7.9711</td>
<td>6.209</td>
<td>7.0460</td>
<td>6.4352</td>
<td>6.9192</td>
</tr>
<tr>
<td>Jarque-Bera (JB)</td>
<td>10835.70***</td>
<td>1718.11***</td>
<td>2786.62***</td>
<td>1986.35***</td>
<td>2559.70***</td>
</tr>
<tr>
<td>LB (10)^b</td>
<td>51.172***</td>
<td>46.84***</td>
<td>19.176**</td>
<td>18.286***</td>
<td>18.127*</td>
</tr>
<tr>
<td>LB^2 (10)^b</td>
<td>721.02***</td>
<td>2253.50***</td>
<td>1846.30***</td>
<td>422.31***</td>
<td>993.77***</td>
</tr>
</tbody>
</table>

Notes:

a. $JB = N\left(\frac{(Ku)^2}{24} + \frac{(Sk)^2}{6}\right) \sim \chi^2(2)$, where $N$ is the number of observations. Under the null hypothesis of independent normally distributed observations, the JB statistic is distributed as a chi-squared random variable with two degrees of freedom in large samples.

b. LB(10) and LB^2(10) are Ljung-Box statistics testing for autocorrelation in the level of returns and the squared returns up to the 10th lag. The time period covered is from 1/1/1990 to 4/15/2005, for 3988 observations after adjustments.

c. The ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
### TABLE 2. Estimates of Stock-Index Returns for The GARCH(1,1) Model

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Panel A. Regression Estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>.032***</td>
<td>.0225**</td>
<td>.0356**</td>
<td>-.0123**</td>
</tr>
<tr>
<td>(</td>
<td>(.010)</td>
<td>(.0122)</td>
<td>(.0170)</td>
<td>(.0188)</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>.1248***</td>
<td>-.0992***</td>
<td>-.1175***</td>
<td>-.0485***</td>
</tr>
<tr>
<td>(</td>
<td>(.0124)</td>
<td>(.0166)</td>
<td>(.0173)</td>
<td>(.0164)</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>.0677***</td>
<td>.3091***</td>
<td>.4611***</td>
<td>.4283***</td>
</tr>
<tr>
<td>(</td>
<td>(.0142)</td>
<td>(.0146)</td>
<td>(.0203)</td>
<td>(.0166)</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>.0063***</td>
<td>.0104***</td>
<td>.0198***</td>
<td>.0428***</td>
</tr>
<tr>
<td>(</td>
<td>(.0010)</td>
<td>(.0023)</td>
<td>(.0028)</td>
<td>(.0045)</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>.7755***</td>
<td>.0074***</td>
<td>.0634***</td>
<td>.00868***</td>
</tr>
<tr>
<td>(</td>
<td>(.0039)</td>
<td>(.0060)</td>
<td>(.0040)</td>
<td>(.0064)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>.9158***</td>
<td>.9148***</td>
<td>.9247***</td>
<td>.8935***</td>
</tr>
<tr>
<td>(</td>
<td>(.0037)</td>
<td>(.0073)</td>
<td>(.0053)</td>
<td>(.0072)</td>
</tr>
<tr>
<td>$\frac{\alpha_0}{1-\alpha_1-\beta_1}$</td>
<td>.3738</td>
<td>.9603</td>
<td>1.601</td>
<td>2.1622</td>
</tr>
<tr>
<td>LB (10)</td>
<td>6.1100</td>
<td>14.2257</td>
<td>5.7486</td>
<td>4.3487</td>
</tr>
<tr>
<td>LB² (10)</td>
<td>3.3248</td>
<td>6.5124</td>
<td>0.9273</td>
<td>5.9120</td>
</tr>
</tbody>
</table>

**Panel B. Volatility Specification Tests**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign-Bias</td>
<td>.163**</td>
<td>.005</td>
<td>.441***</td>
<td>.382***</td>
</tr>
<tr>
<td>(t-ratio)</td>
<td>(.073)</td>
<td>(.068)</td>
<td>(.151)</td>
<td>(.141)</td>
</tr>
<tr>
<td>Negative Size Bias</td>
<td>-.611***</td>
<td>-.498***</td>
<td>-.976***</td>
<td>-.645***</td>
</tr>
<tr>
<td>(t-ratio)</td>
<td>(.064)</td>
<td>(.056)</td>
<td>(.084)</td>
<td>(.083)</td>
</tr>
<tr>
<td>Positive Size Bias</td>
<td>.230***</td>
<td>.432***</td>
<td>.427***</td>
<td>.187**</td>
</tr>
<tr>
<td>(t-test)</td>
<td>(.073)</td>
<td>(.057)</td>
<td>(.092)</td>
<td>(.0083)</td>
</tr>
<tr>
<td>Joint Test ($\chi^2 (3)$)</td>
<td>127.76***</td>
<td>207.59***</td>
<td>207.83***</td>
<td>87.31***</td>
</tr>
</tbody>
</table>

**Notes:**

a. The estimated model is: 
$$R_t^i = \phi_0 + \phi_1 R_{t-1}^i + \psi_1 R_{t-1}^j + u_t$$ and 
$$h_t = \alpha_0 + \alpha_1 u_{t-1}^2 + \beta_1 h_{t-1}.$$ 

b. The ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

The numbers in parentheses are standard errors.

(Continued)
c. Test equations are as follows:

(i) Sign-bias test: $\hat{u}_t^2 = a + bS_{t-1}^- + \nu_t$, where $a$ is an intercept; $S_{t-1}^-$ is an indicator dummy that takes the value of unity if $\hat{u}_t < 0$ and zero otherwise; and $\nu_t$ is an i.i.d. error term. The test is based on the t-statistics on $S_{t-1}^-$. 

(ii) Negative size-bias test: $\hat{u}_t^2 = a + bS_{t-1}^- u_{t-1} + \nu_t$. This test examines the significance of $S_{t-1}^- u_{t-1}$ by using a t-statistic to detect the effect of negative innovations.

(iii) Positive size-bias test: $\hat{u}_t^2 = a + b_3 S_{t-1}^+ u_{t-1} + \nu_t$, where $S_{t-1}^+ = (1- S_{t-1}^-)$ is the indicator with positive innovations. This test is used to examine the significance of $S_{t-1}^+ u_{t-1}$ by utilizing a t-statistic to detect the possible bias associated with positive innovations.

(iv) Joint test: $\hat{u}_t^2 = a + b_1 S_{t-1}^- + b_2 S_{t-1}^- u_{t-1} + b_3 S_{t-1}^+ u_{t-1} + \nu_t$. A joint test statistic is formulated by calculating $TR^2$ from the regression, which will asymptotically follow a $\chi^2(3)$ distribution with 3 degrees of freedom, under the null of no asymmetric effects. Alternatively, one can perform an F-test to examine the joint significance of the three variables, $S_{t-1}^-, S_{t-1}^- u_{t-1}$, and $S_{t-1}^+ u_{t-1}$ in the regression of (iv).
TABLE 3. Estimates of Parameters for Stock Returns from A Double-Threshold GARCH Model Using Domestic Lagged Returns As A Threshold Variable

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_0^{(1)}$</td>
<td>-.0473</td>
<td>-.0217</td>
<td>-.1396</td>
<td>-.2053</td>
</tr>
<tr>
<td>$\phi_1^{(1)}$</td>
<td>-.0087</td>
<td>-.1481</td>
<td>-.2327</td>
<td>-.1510</td>
</tr>
<tr>
<td>$\psi_1^{(1)}$</td>
<td>.0586</td>
<td>.3247</td>
<td>.4329</td>
<td>.3998</td>
</tr>
<tr>
<td>$\phi_0^{(2)}$</td>
<td>.0727</td>
<td>.0055</td>
<td>.0391</td>
<td>-.0499</td>
</tr>
<tr>
<td>$\phi_1^{(2)}$</td>
<td>.0566</td>
<td>-.0849</td>
<td>-.1095</td>
<td>-.0549</td>
</tr>
<tr>
<td>$\psi_1^{(2)}$</td>
<td>.0894</td>
<td>.2893</td>
<td>.4424</td>
<td>.4132</td>
</tr>
<tr>
<td>$\alpha_0^{(1)}$</td>
<td>.0141</td>
<td>.0345</td>
<td>.1061</td>
<td>.2148</td>
</tr>
<tr>
<td>$\alpha_1^{(1)}$</td>
<td>.0786</td>
<td>.0911</td>
<td>.0687</td>
<td>.0991</td>
</tr>
<tr>
<td>$\beta_1^{(1)}$</td>
<td>.9147</td>
<td>.9042</td>
<td>.9275</td>
<td>.8865</td>
</tr>
<tr>
<td>$\alpha_0^{(2)}$</td>
<td>.0032</td>
<td>.0046</td>
<td>.0071</td>
<td>.0098</td>
</tr>
<tr>
<td>$\alpha_1^{(2)}$</td>
<td>.0574</td>
<td>.0260</td>
<td>.0647</td>
<td>.0320</td>
</tr>
<tr>
<td>$\beta_1^{(2)}$</td>
<td>.9209</td>
<td>.9353</td>
<td>.9060</td>
<td>.9106</td>
</tr>
<tr>
<td>$r$</td>
<td>-.0174</td>
<td>-.2107</td>
<td>-.5873</td>
<td>-.6964</td>
</tr>
<tr>
<td>$df$</td>
<td>6.6971</td>
<td>12.5797</td>
<td>8.7310</td>
<td>7.1267</td>
</tr>
<tr>
<td>$d$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{\alpha_0^{(1)}}{1-\alpha_1^{(1)}-\beta_1^{(1)}}$</td>
<td>2.6202</td>
<td>10.3536</td>
<td>36.3474</td>
<td>18.5692</td>
</tr>
<tr>
<td>$\frac{\alpha_0^{(2)}}{1-\alpha_1^{(2)}-\beta_1^{(2)}}$</td>
<td>.1378</td>
<td>.1051</td>
<td>.2323</td>
<td>.1546</td>
</tr>
</tbody>
</table>

Note: Standard errors are in parentheses. Since all the coefficients are highly significant, we omit the indication of the significance level, which would generally be shown in a conventional fashion.
<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi_0^{(1)})</td>
<td>-.1024</td>
<td>-.0020</td>
<td>-.1906</td>
<td>-.2255</td>
</tr>
<tr>
<td>(\phi_1^{(1)})</td>
<td>-.0058</td>
<td>-.2027</td>
<td>-.2458</td>
<td>-.1600</td>
</tr>
<tr>
<td>(\psi_1^{(1)})</td>
<td>.0254</td>
<td>.3724</td>
<td>.4044</td>
<td>.4174</td>
</tr>
<tr>
<td>(\phi_0^{(2)})</td>
<td>.0509</td>
<td>.0333</td>
<td>.0571</td>
<td>-.0323</td>
</tr>
<tr>
<td>(\phi_1^{(2)})</td>
<td>.1088</td>
<td>-.0697</td>
<td>-.1157</td>
<td>-.0601</td>
</tr>
<tr>
<td>(\psi_1^{(2)})</td>
<td>.0685</td>
<td>.2528</td>
<td>.4151</td>
<td>.3853</td>
</tr>
<tr>
<td>(\alpha_0^{(1)})</td>
<td>.0255</td>
<td>.0559</td>
<td>.1105</td>
<td>.2137</td>
</tr>
<tr>
<td>(\alpha_1^{(1)})</td>
<td>.0677</td>
<td>.0937</td>
<td>.0756</td>
<td>.0907</td>
</tr>
<tr>
<td>(\beta_1^{(1)})</td>
<td>.9264</td>
<td>.8998</td>
<td>.9201</td>
<td>.8968</td>
</tr>
<tr>
<td>(\alpha_0^{(2)})</td>
<td>.0039</td>
<td>.0070</td>
<td>.0076</td>
<td>.0106</td>
</tr>
<tr>
<td>(\alpha_1^{(2)})</td>
<td>.0628</td>
<td>.0392</td>
<td>.0659</td>
<td>.0312</td>
</tr>
<tr>
<td>(\beta_1^{(2)})</td>
<td>.9136</td>
<td>.9202</td>
<td>.9025</td>
<td>.9115</td>
</tr>
<tr>
<td>(r)</td>
<td>-.2248</td>
<td>-.3405</td>
<td>-.4529</td>
<td>-.5246</td>
</tr>
<tr>
<td>(df)</td>
<td>6.6508</td>
<td>13.1121</td>
<td>8.7692</td>
<td>7.1584</td>
</tr>
<tr>
<td>(w)</td>
<td>.6112</td>
<td>.2861</td>
<td>.6222</td>
<td>.7137</td>
</tr>
<tr>
<td>(d)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\[
\frac{1 - \alpha_1^{(1)} - \beta_1^{(1)}}{\alpha_0^{(1)}} = 5.4887
\]

\[
\frac{1 - \alpha_1^{(2)} - \beta_1^{(2)}}{\alpha_0^{(2)}} = 0.1619
\]

Note: Standard errors are in parentheses. Since all the coefficients are highly significant, we omit the indication of the significance level, which would generally be shown in a conventional fashion.
TABLE 5. The Ljung-Box Tests for Autocorrelation in Terms of the Level of Standardized Residuals, Squared Standardized Residuals, and Absolute Standardized Residuals from Model 2

<table>
<thead>
<tr>
<th>Q-statistic</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q(5))</td>
<td>2.4393</td>
<td>6.2066</td>
<td>2.2004</td>
<td>0.4506</td>
</tr>
<tr>
<td></td>
<td>(0.7856)</td>
<td>(0.2866)</td>
<td>(0.8207)</td>
<td>(0.9938)</td>
</tr>
<tr>
<td>(Q(10))</td>
<td>6.9627</td>
<td>12.1215</td>
<td>6.9026</td>
<td>2.8704</td>
</tr>
<tr>
<td></td>
<td>(0.7290)</td>
<td>(0.2770)</td>
<td>(0.7346)</td>
<td>(0.9843)</td>
</tr>
<tr>
<td>(Q(15))</td>
<td>13.4267</td>
<td>18.3667</td>
<td>13.2691</td>
<td>4.2697</td>
</tr>
<tr>
<td></td>
<td>(0.5694)</td>
<td>(0.2439)</td>
<td>(0.5815)</td>
<td>(0.9967)</td>
</tr>
<tr>
<td>(Q(20))</td>
<td>17.0491</td>
<td>27.2601</td>
<td>15.1974</td>
<td>11.1619</td>
</tr>
<tr>
<td></td>
<td>(0.6498)</td>
<td>(0.1281)</td>
<td>(0.7650)</td>
<td>(0.9419)</td>
</tr>
<tr>
<td>(Q^2(5))</td>
<td>2.5784</td>
<td>5.5898</td>
<td>0.2811</td>
<td>5.9148</td>
</tr>
<tr>
<td></td>
<td>(0.7646)</td>
<td>(0.3482)</td>
<td>(0.9980)</td>
<td>(0.3146)</td>
</tr>
<tr>
<td>(Q^2(10))</td>
<td>3.1321</td>
<td>9.3673</td>
<td>1.0894</td>
<td>8.3564</td>
</tr>
<tr>
<td></td>
<td>(0.9781)</td>
<td>(0.4976)</td>
<td>(0.9997)</td>
<td>(0.5941)</td>
</tr>
<tr>
<td>(Q^2(15))</td>
<td>3.5603</td>
<td>19.2478</td>
<td>1.9334</td>
<td>12.1579</td>
</tr>
<tr>
<td></td>
<td>(0.9989)</td>
<td>(0.2027)</td>
<td>(0.9998)</td>
<td>(0.6670)</td>
</tr>
<tr>
<td>(Q^2(20))</td>
<td>7.7831</td>
<td>23.5659</td>
<td>2.8368</td>
<td>14.8137</td>
</tr>
<tr>
<td></td>
<td>(0.9932)</td>
<td>(0.2619)</td>
<td>(1.0000)</td>
<td>(0.7870)</td>
</tr>
</tbody>
</table>

| \(Q_{abs}(5)\) | 3.5727 | 1.5725 | 8.6479 | 11.2991 |
|                | (0.6124) | (0.9046) | (0.1240) | (0.0458) |
| \(Q_{abs}(10)\) | 5.0957 | 6.2786 | 9.7000 | 17.4435 |
|                | (0.8847) | (0.7913) | (0.4671) | (0.0651) |
| \(Q_{abs}(15)\) | 8.6430 | 17.7626 | 12.4148 | 22.0001 |
|                | (0.8954) | (0.2754) | (0.6474) | (0.1078) |
| \(Q_{abs}(20)\) | 12.8770 | 21.8636 | 15.0001 | 25.1876 |
|                | (0.8826) | (0.3480) | (0.7764) | (0.1943) |

Notes: The lags of \(Q\) statistics are up to the 20\(^{th}\). The critical values at the 5% level with degrees of freedom of 5, 10, 15, and 20 are: \(\chi^2(5) = 11.1, \chi^2(10) = 18.2, \chi^2(15) = 25.0, \chi^2(20) = 31.4\), respectively. The numbers in parentheses are p-values.
TABLE 6. The Ljung-Box Tests for Autocorrelation in Terms of The Level of Standardized Residuals, Squared Standardized Residuals, and Absolute Standardized Residuals from Model 3.

<table>
<thead>
<tr>
<th>Q-statistic</th>
<th>Canada</th>
<th>UK</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q(5)</td>
<td>6.3154</td>
<td>(0.2767)</td>
<td>7.8280</td>
<td>(0.1660)</td>
</tr>
<tr>
<td>Q(10)</td>
<td>10.8542</td>
<td>(0.3890)</td>
<td>13.1574</td>
<td>(0.2044)</td>
</tr>
<tr>
<td>Q(15)</td>
<td>17.1743</td>
<td>(0.3074)</td>
<td>19.1047</td>
<td>(0.2090)</td>
</tr>
<tr>
<td>Q(20)</td>
<td>20.8804</td>
<td>(0.4042)</td>
<td>28.3474</td>
<td>(0.1014)</td>
</tr>
<tr>
<td>Q^2(5)</td>
<td>1.9490</td>
<td>(0.8562)</td>
<td>5.1956</td>
<td>(0.3925)</td>
</tr>
<tr>
<td>Q^2(10)</td>
<td>2.6403</td>
<td>(0.9887)</td>
<td>10.7723</td>
<td>(0.3755)</td>
</tr>
<tr>
<td>Q^2(15)</td>
<td>3.1136</td>
<td>(0.9995)</td>
<td>19.7855</td>
<td>(0.1803)</td>
</tr>
<tr>
<td>Q^2(20)</td>
<td>7.3571</td>
<td>(0.9953)</td>
<td>24.4590</td>
<td>(0.2229)</td>
</tr>
<tr>
<td>Q_{abs}(5)</td>
<td>4.7916</td>
<td>(0.4418)</td>
<td>2.2162</td>
<td>(0.8185)</td>
</tr>
<tr>
<td>Q_{abs}(10)</td>
<td>5.8974</td>
<td>(0.8238)</td>
<td>8.1710</td>
<td>(0.6121)</td>
</tr>
<tr>
<td>Q_{abs}(15)</td>
<td>10.0488</td>
<td>(0.8167)</td>
<td>20.5549</td>
<td>(0.1517)</td>
</tr>
<tr>
<td>Q_{abs}(20)</td>
<td>13.8927</td>
<td>(0.8359)</td>
<td>25.6210</td>
<td>(0.1787)</td>
</tr>
</tbody>
</table>

Notes: The lags of $Q$ statistics are up to the 20th order. The critical values at the 5% level with degrees of freedom of 5, 10, 15, and 20 are: $\chi^2(5) = 11.1, \chi^2(10) = 18.2, \chi^2(15) = 25.0, \chi^2(20) = 31.4$, respectively. The numbers in parentheses are p-values.
Table 7. Logarithm Posterior-Odds Ratio

<table>
<thead>
<tr>
<th>Models</th>
<th>Canada</th>
<th>Japan</th>
<th>Germany</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2 vs M1</td>
<td>86.4548</td>
<td>88.0358</td>
<td>113.6449</td>
<td>23.0324</td>
</tr>
<tr>
<td>M3 vs M1</td>
<td>90.3249</td>
<td>91.0340</td>
<td>119.8309</td>
<td>27.8719</td>
</tr>
<tr>
<td>M3 vs M2</td>
<td>3.8701</td>
<td>2.9982</td>
<td>6.1860</td>
<td>4.8396</td>
</tr>
</tbody>
</table>

Model Selection: M3

Model 1: Standard GARCH(1,1) model (M1)

Model 2: Double-threshold GARCH using domestic lagged information as threshold variable (M2)

\[
R_t^i = \begin{cases} 
\frac{\alpha_0^{(1)} + \phi_1^{(1)} R_{t-d}^i + \psi_1^{(1)} R_{t-d}^j + u_t}{\alpha_1^{(1)} u_{t-1}^2 + \beta_1^{(1)} h_{t-1}} & \text{if } z_{t-d} \leq r \\
\frac{\alpha_0^{(2)} + \phi_1^{(2)} R_{t-d}^i + \psi_1^{(2)} R_{t-d}^j + u_t}{\alpha_1^{(2)} u_{t-1}^2 + \beta_1^{(2)} h_{t-1}} & \text{if } z_{t-d} > r 
\end{cases}
\]

(3)

\[
h_t = \begin{cases} 
\alpha_0^{(1)} + \phi_1^{(1)} R_{t-d}^i + \psi_1^{(1)} R_{t-d}^j + u_t & \text{if } z_{t-d} \leq r \\
\alpha_0^{(2)} + \phi_1^{(2)} R_{t-d}^i + \psi_1^{(2)} R_{t-d}^j + u_t & \text{if } z_{t-d} > r 
\end{cases}
\]

(4)

\[
u_t = \sqrt{h_t} \epsilon_t, \quad \epsilon_t \sim t(\nu)
\]

(5)

Model 3: Double-threshold GARCH using composite lagged information as a threshold variable (M3)

Consists of Equation (3), Equation (4), and Equation (8) as shown below:

\[
u_t = \sqrt{h_t} \epsilon_t, \quad \epsilon_t \sim t(\nu),
\]

\[
z_{t-d} = wR_t^i + (1-w)R_t^j
\]

(8)

where \( R_t^i \) and \( R_t^j \) are stock returns from country \( i \) (i: Canada, Germany, Japan, and the United Kingdom) and \( j \) (the United States), respectively. For any two models, say A and B, we employ the posterior-odds ratio \( \text{POR}_{A,B} \) given by:

\[
\text{POR}_{A,B} = \frac{p(A \mid R)}{p(B \mid R)} = \frac{p(R \mid A) pr(A)}{p(R \mid B) pr(B)}
\]

(9)

where \( p(A \mid R) \) is the posterior probability that \( A \) is the true model given the data information \( R \) in the sample. A similar definition applies to \( p(B \mid R) \). If \( p(A \mid R) > p(B \mid R) \), \( A \) is preferable to \( B \) because \( A \) has a higher chance of being true given the data, compared with \( B \). The decision rule is to choose model \( A \) if \( \text{POR}_{A,B} > 1 \); otherwise choose model \( B \). Using the Canadian market as an example, \( A \) denotes Model 3, a double-threshold model with threshold variable: \( z_{t-d} = \omega R_t^i + (1-\omega)R_t^j \); \( B \) denotes Model 2, a double-threshold model with threshold variable: \( z_{t-d} = R_t^i \). In our estimations, we obtain: \( \ln(\text{OR}_{AB}) = 3.8701 \). Note that \( \ln(\text{POR}_{AB}) > 0 \) implies that \( \text{POR}_{A,B} > 1 \), indicating that Model 3 is superior to Model 2.
Endnotes

1. Positive (negative) feedback traders buy stocks after prices rise (fall) and sell after prices fall (rise) and thereby destabilize (stabilize) stock markets.

2. In examining nine developed stock-market indices, Koutmos (1998) presents a model to investigate asymmetric effects and finds that asymmetries in the conditional mean are linked to asymmetries in the conditional variance since the faster adjustment of prices to negative returns gives rise to higher volatility during down markets. Bekaert and Wu’s model (2000) also presents a unified framework for examining asymmetric volatility in response to news at the firm level and at the domestic market level. However, their models do not explicitly distinguish domestic versus foreign stock news.

3. In our empirical estimation using a Bayesian method, the time lag of news arrival at markets will be determined by the data through empirical estimation. However, if the US and Japanese markets display a correlation in the data on the same calendar day, it will reflect a Japanese lead of approximately 17 hours in real time as noted by Koch and Koch (1991).

4. The test equations for these four tests and variable specifications are contained in the notes of Table 2.

5. If the stock indices follow a random-walk process, the stock returns reflect random news. In this way, \( R^i_t = P^i_t - P^i_{t-1} = \varepsilon^i_t \) and \( R^j_t = P^j_t - P^j_{t-1} = \varepsilon^j_t \) (\( P^i_t \) and \( P^j_t \) are stock indexes for country \( i \) and \( j \), expressed in natural logarithm), where \( R^i_t \) and \( R^j_t \) are domestic and foreign stock-return news, respectively. However, if stock returns (changes of stock prices) exhibit a partial adjustment toward the market fundamental price, \( P^f_t \), and the latter follows a random walk with a drift, then the return series will follow an autoregressive process (see Koutmos, 1999). Alternatively, a dominant positive-feedback trading in the Sentana and Wadhwani (1992) model implies a negative autocorrelation.

6. In standard sampling theory, the estimator and statistical inference are obtained and the
true value of the parameter located in certain confidence intervals. The shortcoming of this method is that the confidence can be defined for a certain restricted sets of intervals only. This restriction would not occur in the Bayesian method since we can define a density function over the parameter space and thereby consider the probability in which a parameter lies. In the Bayesian approach, the posterior distribution provides a probability distribution over the parameter space obtained from the sample as well as from the *a priori* information (Amemiya, 1994). The discussion of Bayesian analysis and its comparison with sampling theory can be found in Greene (2000, pp. 402-412).

7. Our results here are slightly different from our previous version as we advance our data sample to the most recent observation (April 15, 2005). In the current version, we find there are more negative correlations. Moreover, the weight placed on the US stock returns has declined. (We will present this at a later point.)

8. We also use the world index excluding European market returns, $R_{t-d}^{WIXER}$, to serve as a foreign variable in the mean equation and an information variable to substitute for US stock returns. That is, $z_{t-d} = wR_t^{i} + (1-w)R_{t-d}^{WIXER}$. The model appears to be “inadequate” for the United Kingdom, Japan, and Germany. For this reason, we do not report the results. However, these estimated statistics will be available upon request. We conclude, therefore, that the model with a linear combination of lagged domestic stock-return news and lagged US stock-return news as the threshold variable is preferable.

9. It is possible to present multiple regimes with different threshold values. In particular, when the number of changes (regimes) is known, the MCMC method can be applied in a straightforward manner. However, in practice, it is not easy to decide the number of regimes having a particular economic meaning. Moreover, the computation can be very cumbersome. In our study, dividing the data into two regimes allows us to focus on the asymmetric phenomenon, which is the main concern in this paper.

10. Note that in the threshold model, we do not automatically use $r = 0$ as a benchmark to define the gain or loss of stock investments. Rather, the threshold is searched to divide the process into two different structures, conditional on the time-series property.

11. LeBaron (1992) and Koutmos (1998) specify only one lag for the autoregressive parameter. Baillie and DeGennaro (1990) find a longer lag in the autocorrelation parameter. The optimal lag length in our model is searched out through our sampling process. In all of the cases, we find that one lag is sufficient to capture the information.

12. Our notion differs from that suggested by Bekaert and Wu (2000), who argue that “negative unanticipated returns result in an upward revision of the conditional volatility, where positive unanticipated returns result in a smaller upward or even a downward revision of the conditional volatility” (see their equation 1). Their concern is to establish a link between volatility and domestic news in order to explain the asymmetry. We,
however, address the link between stock return and lagged news variables; the sources of the news are taken from both domestic and foreign markets. Our model is also at variance with Martens and Poon’s model (2001) in that their focal point is on the correlation of returns through comparing synchronous versus synchronized data. Their model, however, places no emphasis on the asymmetry of the mean equation and stock-return dynamics.

13. An explicit treatment of the leverage effect and the role of trading volume have not been incorporated into this paper. The research by Gallant et al. (1992), Cheung and Ng (1992), Bekaert and Wu (2000), and Wu (2001) has addressed these specific elements in explaining the dynamics of asymmetric volatility.
Appendix I. Evidence of Causality Tests for Stock Returns in Global Markets

<table>
<thead>
<tr>
<th>Causal Direction</th>
<th>F-Test</th>
<th>Level of Significance</th>
<th>Causal Direction</th>
<th>F-Test</th>
<th>Level of Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Granger Test</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US → CA</td>
<td>27.39</td>
<td>0.001</td>
<td>CA → US</td>
<td>0.160</td>
<td>0.689</td>
</tr>
<tr>
<td>US → UK</td>
<td>443.21</td>
<td>0.001</td>
<td>UK → US</td>
<td>1.235</td>
<td>0.267</td>
</tr>
<tr>
<td>US → GM</td>
<td>348.51</td>
<td>0.001</td>
<td>GM → US</td>
<td>0.022</td>
<td>0.882</td>
</tr>
<tr>
<td>US → JP</td>
<td>386.67</td>
<td>0.001</td>
<td>JP → US</td>
<td>4.178</td>
<td>0.041</td>
</tr>
<tr>
<td><strong>B. Sims Test</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US → CA</td>
<td>26.50</td>
<td>0.001</td>
<td>CA → US</td>
<td>0.038</td>
<td>0.845</td>
</tr>
<tr>
<td>US → UK</td>
<td>444.54</td>
<td>0.001</td>
<td>UK → US</td>
<td>2.488</td>
<td>0.115</td>
</tr>
<tr>
<td>US → GM</td>
<td>348.67</td>
<td>0.001</td>
<td>GM → US</td>
<td>0.246</td>
<td>0.619</td>
</tr>
<tr>
<td>US → JP</td>
<td>383.58</td>
<td>0.001</td>
<td>JP → US</td>
<td>3.146</td>
<td>0.076</td>
</tr>
</tbody>
</table>

Notes: For the Granger test, a one-period lag is used to test the incremental efficiency. It is based on the used $F(1,3985)$ with degrees of freedom of $(1,3985)$. For the Sims test, the cross regression runs from $t+1$ (future variable) to $t-1$ (lagged variable). In this test, the independent variable runs from $t+1$ to $t-1$. The F statistic in the Sims test is used to examine the significance of future values with degrees of freedom of $(1, 3985)$. We also run both tests based on optimal lags; however, the results are not reported (and will be available upon request) to save space. The test evidence is qualitatively the same.
Appendix II  The Procedures of Bayesian Estimation

The estimation procedures of a Bayesian method are outlined as follows:

(a) Write the likelihood function \( p(R|\Theta) \) as:

\[
p(R|\Theta) \propto \prod_{t=2}^{n} (2\pi\sigma_t^2)^{-1/2} \exp\left\{-\frac{1}{2} \sum_{t=1}^{n} \frac{1}{h_{\pi_t}} [R_{\pi_t}^{i} - \phi_0^{(i)} - \phi_1^{(i)} R_{\pi_t-1}^{j} - \psi_1^{(i)} R_{\pi_t-1}^{j}]^2 \right\} \times \exp\left\{-\frac{1}{2} \sum_{t=1}^{n} \frac{1}{h_{\pi_t}} [R_{\pi_t}^{i} - \phi_0^{(2)} - \phi_1^{(2)} R_{\pi_t-1}^{j} - \psi_1^{(2)} R_{\pi_t-1}^{j}]^2 \right\},
\]

where \( \Theta = (\phi_0^{(i)}, \phi_1^{(i)}, \psi_1^{(i)}, \alpha_0^{(i)}, \alpha_1^{(i)}, \beta_1^{(i)}, \phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{(2)}, \alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)}, r, w, d)' \);
\( R = (R_{\pi_1}^{i}, R_{\pi_2}^{i}, ..., R_{\pi_n}^{i})' \); \( \pi_k \) is the time index of the \( k \)th smallest observation of \( z_{t-d}, ..., z_{n-d} \); and \( s \) satisfies the restriction \( z_{\pi_s} \leq r < z_{\pi_{s+1}} \).

(b) Choose the prior distribution \( p(\Theta) \) for \( \Theta \):

\[
p(\Theta) \propto I(a_0(1) > 0, a_1(1) + b_1(1) < 1) \cdot I(a_0(2) > 0, a_1(2) + b_1(2) < 1) \cdot I(a < r < b) \cdot I(0 \leq w \leq 1),
\]

where \( I(\cdot) \) is the indicator function that \( I(\cdot) = 1 \) if the event \( \cdot \) is true, \( a \) and \( b \) are 25th and 75th percentiles of the threshold variable, \( z_{t-d} \), respectively.

(c) Obtain the posterior distribution \( p(\Theta|R) \) by the Bayesian rule:

\[
p(\Theta|R) \propto p(R|\Theta) \cdot p(\Theta).
\]

(d) Sample iteratively from \( p(\Theta|R) \) to generate a posterior sample \( \Theta^{M+1}, ..., \Theta^{N} \) by using Markov Chain Monte Carlo methods, where \( M=10,000 \) is the number of ‘burn-in’ iterations for convergence and \( N = 20,000 \) is the total number of iterations. The sampling is done in seven blocks:

(i) Sample \( (\phi_0^{(i)}, \phi_1^{(i)}, \psi_1^{(i)}) \) from \( p(\phi_0^{(i)}, \phi_1^{(i)}, \psi_1^{(i)} | R, \Theta_{-(\phi_0^{(1)}, \phi_1^{(1)}, \psi_1^{(1)})}) \);

(ii) Sample \( (\alpha_0^{(i)}, \alpha_1^{(i)}, \beta_1^{(i)}) \) from \( p(\alpha_0^{(i)}, \alpha_1^{(i)}, \beta_1^{(i)} | R, \Theta_{-(\phi_0^{(1)}, \phi_1^{(1)}, \psi_1^{(1)})}) \);

(iii) Sample \( (\phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{(2)}) \) from \( p(\phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{(2)} | R, \Theta_{-(\phi_0^{(2)}, \phi_1^{(2)}, \psi_1^{(2)})}) \);

(iv) Sample \( (\alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)}) \) from \( p(\alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)} | R, \Theta_{-(\alpha_0^{(2)}, \alpha_1^{(2)}, \beta_1^{(2)})}) \);

(v) Sample \( r \) from \( p(r | R, \Theta_{-r}) \);
(vi) Sample \( w \) from \( p(w \mid R, \Theta_{-w}) \); and

(vii) Sample \( d \) from \( p(d \mid R, \Theta_{-d}) \), where \( \Theta_{-x} \) represents the vector \( \Theta \) without the parameter \( x \).

(e) Obtain point estimates of the unknown parameters by the sample mean of the posterior sample. The point estimate of \( \Theta \), other than \( d \), is given by:

\[
\hat{\Theta} = \frac{1}{N - M} \sum_{k=M+1}^{N} \Theta^k . \tag{A4}
\]

(f) Estimate \( d \) by observing the value occurring most frequently in the posterior sample.

An explanation of a simulation study for the proposed methodology can be found in Chen and So (2005).
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