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Abstract

We present an overview of the history of forecasting software over the past 25 years, concentrating especially on the interaction between computing and software. Initially we create a framework by describing important developments of computing technology in terms of hardware and software environments. We then concentrate on two different application areas of forecasting software: (1) research oriented forecasting software often used to analyze a small number of series (for example, in market research); and (2) forecasting modules in planning environments which are often partially automated due to the large number of time series involved. Finally we make some suggestions as to where forecasting software has room for improvement.
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1. Introduction

Surveys of specific software packages are already plentiful (e.g., Rycroft, 1989, 1993, 1995, 1999; Yurkiewicz, 1996, 2000, 2003), and there are many articles on forecasting software. The majority of these articles describe how to apply a package to solve specific forecasting problems (e.g., Hill, Griffiths, & Judge, 2001). A substantial number of forecasting programs have been reviewed in journals and newsletters such as the International Journal of Forecasting. Some reviews provide insights into the functionality of the software (e.g., Tashman & Tashman, 1993, Küsters, 1995). Some compare several packages on a common database (e.g., Ord & Lowe, 1996 on automatic forecasting; Makridakis & Hibon, 2000 on forecasting competitions). Others compare software features without evaluation (Francis, 1981), or with evaluation (Küsters & Bell, 1999).

In this retrospective, we will not recount the reviews of specific packages. Rather we will look at
how we got from the “there and then” of mainframes to the “here and now” with PCs and workstations which are more powerful than mainframes. We will also examine the effects of computing advances on forecasting software. We can describe the current state of computing technology for forecasting in terms of the coexistence of forecasting software (which concentrates on forecasting methodology) and planning systems, such as enterprise resource planning (ERP) systems, which address the entire business process (Meta Group, 2003).

Our selective history of technological advances is presented in Section 2. In Section 3 we consider forecasting software for researchers and market analysts, a market segment requiring forecasting methodologies that are sophisticated and do not necessarily lend themselves to automation. In Section 4, we turn to forecasting software for business and operational planners, who, by contrast, often rely upon simple methods and automated routines. Some conclusions are drawn in Section 5.

2. A selective history of forecasting software

The development of forecasting and time series methods can be traced back to the 17th century when numbers of sunspots and price indices were analyzed by scientists. However, the practical use of statistical and econometric methods has been made possible by the invention and propagation of digital computers in the 1950s. Some of the elements we will examine are:

1. Hardware capabilities with respect to speed, memory, and disk space.
2. Hardware architectures and operating systems.
3. Hardware capabilities with respect to the user interface via general steps: Hollerith cards, IBM typewriters, ASCII and EBCDIC based character user interface (CUI) terminals and windows-based graphical user interfaces (GUIs) with a mouse.
4. Interpreters and compilers, numerical and statistical libraries.
5. Data storage software ranging from flat files up to object-oriented databases and OLAP (on line analytical processing) via hierarchical and relational database.

6. The development of transaction and planning software, ranging from dedicated material replenishment (MRP) systems via manufacturing resource planning (MRPII) to integrated approaches such as supply chain management (SCM) systems.
7. Hardware capabilities for networking including the Internet.

2.1. Overview of major developments in computing

In the early days, the use of computers for forecasting was severely limited by inadequate processor speed, random access memory and disk space. In the 1960s, forecasting was restricted to short and isolated series, collected in flat files, and processed by batch runs using Hollerith cards on mainframes. This was the period when programming was done in Assembler and FORTRAN under a variety of different and largely incompatible operating systems. In this stage, forecasting techniques existed mainly as subroutines.

The introduction of OS/360 in 1967 as a scalable operating system for IBM mainframes allowed fast migration between hardware platforms, simplifying the movement and sharing of programs. OS/360 was developed by IBM (Brooks, 1975) with the intention of creating programs that would run on IBM computers of different sizes. Prior to the development of OS/360, operating systems were mainly designed for individual computer architectures (Blaauw & Brooks, 1997). With the arrival of the OS/360, software could finally be moved from one computer to another.

The introduction of UNIX in 1969 resulted in the development of portable software for smaller systems. This activity is still ongoing with LINUX and other UNIX derivatives such as BSD, AIX and Sun Solaris. The introduction of personal computers such as IBM PCs and Apple Macintoshes in the first half of the 1980s allowed for the use of computers at every desk, independent of mainframes.

Many advances in computer science influenced forecasting. The continued increase of processor speed, memory and disk space allowed the forecaster...
to deal with larger data sets and more complex algorithms. The move from Hollerith cards to typewriter terminals, such as IBM’s APL keyboard in 1968, enabled the online use of interpreters for performing analyses. Next, cathode-ray terminals, such as the IBM 3270 terminal, facilitated the design and use of interactive applications with their character user interfaces (CUI), screen reports, and full-screen graphs. This development occurred in the 1970s, when a large number of mainframe-based management information systems and manufacturing resource-planning systems appeared on the market. The subsequent step to graphical user interfaces (GUI) in the 1980s changed the software environment dramatically. While first experiences were gathered on expensive UNIX-based workstations equipped with X11, MacOS and GEM for IBM PCs, the introduction of Microsoft Windows in 1985 allowed a much larger community to use forecasting software.

Application software also changed: initially in the 1960s, forecasting methods were individually programmed using either Assembler or FORTRAN. Looking back, this becomes clear when considering the first published paper on the Holt–Winters method by Winters (1960), which included detailed flow diagrams on how to compute the forecasts. Numerical and statistical libraries, with stable and efficient optimization routines like those from IMSL and NAG, and forecasting methods became widely available in the late 1970s. This allowed the selective use of simple techniques such as smoothing, as well as complex techniques such as Box–Jenkins models. At the same time, APL interpreters on IBM mainframes became widely available (usually as time sharing systems), which allowed the interactive computation of forecasts. In this period a split between analytical environments on the one hand and planning and transaction environments on the other hand occurred. Several statistical and econometric software systems — some which are still present in the market — were developed in this period. At the same time, material replenishment systems, which focused on inventories and production, were developed independently of the statistical forecasting tools. These formed the roots of enterprise resource planning (ERP) and management information systems (MIS). This is important because this gap has never been closed entirely: only in the last few years have the data produced by ERP systems been used as input into forecasting software, but this process is still in its infancy.

The development of databases ran in parallel. At the beginning, data was collected manually and stored on punched cards, or transferred to text files (EBCDIC/ASCII and predecessors) on disks and tapes. While this remained the primary method of data input into statistical and econometric systems for a long time, transaction and planning data were migrated to database management systems (DBMS) fairly quickly. The development moved from hierarchical and network databases in the 1970s to relational database systems in the 1980s, enhanced by object-oriented DBMS in the 1990s. The latter two resulted in the object-relational database systems used nowadays. Within business planning, however, data processing was often replaced by PC-based spreadsheets, which were stored and manipulated on local PCs. This separation of local planning data and centralized transaction data still prevails today, often resulting in problems of consistency and concurrency of the underlying database(s).\(^3\) In a further step, the integration of database systems and transaction systems took place. With the immense increase of available data (e.g., by point-of-sales data), databases moved on to data warehouses, offering also a wide range of tools for extraction (on-line analytical processing, OLAP), visualization, and analysis, including predictive data mining techniques.

Despite the early development of TCP/IP and SNA as network communication protocols in the late 1960s and early 1970s, the influence of network techniques on forecasting software was, for a long time, negligible. With the exception of time sharing services and the international worldwide private networks of big companies up to the end of the 1980s, networks were usually restricted to local area networks (LAN). This, in turn, restricted the use of corporate information exchange. Flight reservation systems were a notable exception at that time.

Obviously, the rise of the internet at the beginning of the 1990s allowed the world wide exchange of information. The influence of wide area networks (WAN) was noticeable in the area of transaction

\(^3\) Suppose, for example, that an item has been sold during the day, but the databases are not updated until the evening. A retrieval of data from the non-updated database will produce incorrect data.
systems such as CISC (customer information control system), SAP/R3, and others. Planning and forecasting software, however, often remained as stand-alone and small workgroup systems, which were loosely linked to other systems.

While computer development has been evolutionary, the development and use of forecasting software can be categorized into phases. Its genesis preceded the introduction of the OS/360 architecture by IBM in 1967 (Brooks, 1975), but this era was really more about computing environments than forecasting. Subsequently there have been three phases.

Phase 1. Mainframe forecasting software until the introduction of the IBM PC in 1984.
Phase 2. PC and workstation period, mainly single user-oriented, until 1995.
Phase 3. Advancement of process-oriented and highly integrative software through to the present.


Mainframe software, either in batch or time-sharing mode, dominated forecasting software in Phase 1. However, some very popular programs took quite a while to incorporate even rudimentary forecasting features. For example, SPSS essentially had no forecasting functionality until it added the Trends module in 1994 and the first editions of MINITAB offered very little in the way of forecasting. By contrast, SAS/ETS was first released in 1980. In industry, commercial firms devoted to forecasting for industrial clients did so with mainframe computing power. Wharton Econometric Forecasting Associates (WEFA) offered the package DAMSEL, Data Resources Incorporated (DRI) clients could use EPS, and Chase Econometrics had XSIM (a commercial version of TROLL). Other mainframe packages such as AUTOBJ (forerunner of AUTOBOX), B34S, and TSP, were available not only to industry but also to academia. One industrial practitioner from this era confessed that he made his forecasts by running the same model on four different packages. If three of the four gave the same approximate answer, then that was his forecast. He took this approach because none of the packages was benchmarked for accuracy (matters haven’t changed much in this regard in the past 25 years). Many algorithms are developed for academic purposes and, as far as scholarly journals are concerned, accuracy does not matter very much.

Prior to this time, microcomputers (PCs had yet to be invented) had been the domain of hobbyists and computer scientists, primarily due to a lack of application software. The first popular spreadsheet package, Visicalc, turned the microcomputer into a business tool and this was nothing less than a revolution for accounting and financial management. Lotus 1-2-3, released in 1982, combined a spreadsheet, presentation graphics, and simple database functionality to become the “killer application” for the PC. However, there was essentially no forecasting Phase 1. However, some very popular software that was not oriented to the mainframe. There were two primary reasons for this. First, the lack of reliable compilers: perhaps only BASIC interpreters might be used to produce such PC software. Second, mainframe packages could not be ported directly to the PC, as the PC was not nearly powerful enough. Only some parts of the mainframe package could be used on a PC version of the program, and even then it might have to be rewritten in BASIC instead of the original FORTRAN. For example, the mainframe package TSP was not ported to the PC until 1985. Instead, in 1981 Micro-TSP (TSP for the microcomputer) was written from scratch, in BASIC, for the Apple II, and was quickly ported to the PC; its successor, EViews, was released in 1994.

One very nice thing about mainframe software (and this applies to mainframe software that was ported to the PC) was that it was capital intensive. While this did limit the number of developers, it also ensured that developers had to make a sizeable investment before seeing any chance of making a return. Very often a well-known statistician or econometrician was associated with the product, and a numerical analyst as well. These circumstances gave the developer an incentive to develop quality software. The same was not true of PC software.

2.3. Phase 2a (1985–1989): the IBM PC and the rise of its clones

By 1985, the popular IBM PC and its clones had been around long enough that software was available.

---

4 While there is a distinction between statistical software and forecasting software, the two sometimes overlap.
By 1989, Rycroft could compile a list of 104 software forecasting packages for the PC. Anybody with a PC and a compiler or interpreter could be in the statistical/econometric/forecasting software business. This often led to numerical problems in the software packages, as the formulas that are presented in textbooks are often not the best to use when coding software. For example, the least-squares regression coefficients are represented in textbooks as \( b = (X'X)^{-1}X'y \) but should not be computed this way (Kennedy & Gentle, 1980); yet even today it is easy to find software that computes \( b \) in this way.

Nonetheless, with a 20 MB hard drive and 640 kB of RAM, a PC was sufficiently powerful that it could compete with mainframes in a limited way. As Renfro (2004 p. 51) observed in his sweeping account of the history of econometric software, “the original PC was not the equivalent of a mainframe in processing power, but neither was it shared.” Fried (1984) recounted a relevant tale: “a PC user recently discovered that his CRAY [super] computer executed one of his applications 180 times faster than his PC. But because the CRAY was serving 100 users, the [actual] turnaround time was only a factor of 2 better than the PC.”

Around this time, universities began to move away from mainframes, setting up PC labs. PCs were good for small jobs, but for big jobs or jobs that required speed, the mainframe was still the place to go. But not for long. In industry, the situation was slightly different. Corporate IT departments, by virtue of controlling the mainframe, had long dictated computer use. The advent of the PC—loaded with Lotus 1-2-3 or Excel—produced a decentralized revolution. Any small department could purchase and use a PC, and they didn’t need the IT department to approve the purchase or maintain the computer. For such departments, the PC had become powerful enough to engage in large scale forecasting, e.g., for production and inventory purposes.

However this decentralization produced problems of its own: different departments might track the same data yet maintain them differently, or use different numbers to represent the same “facts”. Thus, the databases would produce conflicting data, and different forecasts, too. The PC was at this stage just a batch engine—all it could do was produce forecasts for large numbers of items, and then write these forecasts to a file. It was not yet powerful enough to do this work interactively.

The proliferation of standalone PCs produced its own urgent need: these PCs might solve the problems of individual departments, but they did nothing to improve the flow of information between departments. The persons making the forecasts for widget production had no idea how many widgets were in inventory. Solving this problem would be up to Enterprise Resource Planning (ERP) systems.

2.4. Phase 2b (1990–1995): powerful PCs

The Intel 486 processor made its debut in April 1989, and the class of forecasting problems for which mainframes were necessary grew much smaller. Generally speaking, only for new, computationally-intensive forecasting methods (e.g., those based on the bootstrap) was a mainframe or minicomputer (e.g., VAX 11-785) a big improvement over the PC. Rycroft’s (1993) update of his work from only four years earlier revealed that the number of PC packages that also had a mainframe version had declined from 46 (of 104 packages surveyed) to 28 (of 103), a rather precipitous drop. Developers were abandoning the mainframe in favor of the PC.

The sophistication of forecasting software had reached a stage where even persons with no technical training could benefit from methods that previously had required technical training. Given just a univariate time series, a program could determine which method best suited the data (e.g., exponential smoothing or ARIMA) and then optimize the parameters for the chosen method. The importance of this advance cannot be underestimated: in much the same way that control chart methods could be used by persons with no training in statistics, now these same persons could obtain very good forecasts without consulting an expert. However for these forecasts to be good, they needed good data. At this stage, each department maintained its own database and each database had to be updated individually, i.e., multiple databases could not be updated from the same source. Consequently, these databases contained conflicting information and could not serve the entire firm. ERP firms such as ORACLE, SAP and PeopleSoft jumped at the opportunity, connecting the disparate computers and databases via a client–server
architecture. However, it would be many years before this task was completed.

2.5. Phase 3a (1996–99): death of the mainframe?

While the mainframe had disappeared from academia, it still hung on in some industrial quarters for two reasons. First, to run legacy software. For these computers, the looming Y2K problem would sound the death knell. Firms had to decide whether to graft a “Y2K solution” onto a legacy system, or build a new system from scratch. Often, the latter choice was more cost-efficient. The construction of a new system meant that data flow would be an integrated part of the firm’s new computing system, rather than an afterthought appended to the legacy system. There was another reason for using mainframes: for transactions systems, huge mainframe systems worked well with the newly designed distributed databases, and Y2K had no impact on this use of mainframes. In either situation, opportunities for enhanced applications of statistical and forecasting methods abounded, but firms were slow to take advantage of them.

Almost as amazing as the increase in computational power over this time span was the fact that, while forecasting software had undergone a similar transformation, its basic algorithms remained unchanged. Consider the table of contents of the classic text by Makridakis et al. (1998), which first appeared in 1978 (Makridakis & Wheelwright, 1978). It bears a remarkable resemblance to the table of contents of the third edition, which appeared in 1998. In sharp contrast, a 1978 econometrics text bears little resemblance to a 1998 econometrics text. A good argument can be made that this stability is a good thing: the same methods that worked 25 years ago still work today; can the same be said of econometric methods? So the basic forecasting algorithms are univariate time series analysis, including Box–Jenkins methods and varieties of exponential smoothing, with multiple regression (perhaps with lagged variables) thrown in for good measure. Other forecasting texts (e.g., Diebold, 2004) add vector autoregressions and GARCH models, but the basic workhorses of forecasting remain the same. This may be largely due to the fact that users of forecasting methods tend not to be academically trained in sophisticated methods, preferring the tried-and-true methods that have always worked. Sanders and Manrodt (2003), in their survey of 240 U.S. corporations, found that the two most important features of any forecasting software were (1) ease of use and (2) easily understandable results. VAR and GARCH models defy these criteria—at least at present.


Y2K had largely killed the mainframe used to support legacy software, but a few remained. A recent issue of DM Review (Swiggett, 2005) reported that, until 2002, the grocery company “Food Lion” (1200 stores in 11 states) used “hard copy reports generated by mainframe reporting programs. These reports had to be stuffed into envelopes and then mailed to the store managers and the operations team in the field.” What is particularly telling about Swigget’s account is the list of activities the new ERP software provides: forecasting is not one of them. Even after ERP has been implemented, with all the data flowing back and forth, forecasts are often made with Excel6, if at all (Sanders & Manrodt, 2003). Forecasting methodology has made great strides (Chatfield, 1997), but the pace at which these advances have been incorporated into software is not nearly fast enough, whether industrial software or academic software. As far as industrial software is concerned, ERP firms can’t produce forecasting software. The “Next Big Thing” is happening already: the integration of existing forecasting software with the ERP platforms.

To understand differences and similarities between forecasting systems, it can be useful to consider classes of forecasting software. For example, the Forecasting Report (Küsters & Bell, 1999) classifies forecasting software into five groups: forecasting systems, statistical packages, planning and forecasting systems, econometric systems, and libraries. These

---

5 Of course, the reason may be that the complicated methods don’t work any better than the simple methods (Makridakis & Hibon, 2000), at least in the hands of non-experts.

6 Excel’s statistical functionality is not up to professional standards (McCullough & Wilson, 2005).
five classes, in addition to pure planning systems, reflect the current typology of forecasting software. While such a classification was useful for the report, it does not readily lend itself to examining the genesis of the systems. Therefore this paper classifies forecasting software by usage: (1) market research and analysis; and (2) business and operational planning. We consider these categories in the next two sections.

3. Forecasting software developments for analysts and market researchers

3.1. Analysis and market research

Forecasting for analysis and market research concentrates on the solution of specific forecasting problems, which typically do not arise regularly. Examples include:

- Forecasting the demand for a technological product as a basis for an investment decision.
- Analyzing the impact of an advertising campaign on the demand for a brand.
- Assessing country risks for a commercial bank.
- Forecasting market potential for an automotive part supplier.

In these situations, forecasters apply complex and sophisticated methods, such as multivariate modeling and Delphi processes. The forecast analyst is usually highly qualified in the field and thoroughly familiar with the methodology, research area, and computational tools. Often he/she is an expert on forecasting, econometrics or market research.

3.2. Forecasting software for analysts and market researchers

Forecasting tools for analysis and market research were found in general Assembler and FORTRAN routines and libraries in the 1960s, including CallStatpack and FAMS, developed by IBM (Brockhoff, 1977). The analyst had to write a program to access these routines, a considerable effort that probably detracted from time devoted to the problem itself. Anscombe (1981) characterizes this process in his famous book on computational statistics: “Before, say, 1970, the run was indeed likely to be long, because the available languages were rather hard to learn and remember, containing numerous arbitrary quirks and restrictions and rather clumsy to use.”

The situation improved when command line systems were developed in the 1970s, permitting statistical, econometric and forecasting procedures to be called by simple line commands. Examples are SPSS, Genstat and BMDP as statistical systems and TSP as well as RATS as time series processors. While Hollerith cards were still used to feed these programs, systems like APL from IBM emerged, replacing Hollerith cards first by typewriters and then by cathode ray tube (CRT) terminals. This new timesaver explains why APL was so popular for business analysis, not only for forecasting but also for problems such as investment calculations, insurance mathematics, and planning.

Many new statistical routines emerged from the mid-1970s to the end of the 1980s, including exponential smoothing, Box–Jenkins models, intervention and transfer function models, state space models and neural networks. Early versions of Box–Jenkins models with automatic modeling capabilities appeared, such as Autobox and SCA-Expert. Improved computing power combined with reduced prices facilitated the wide distribution and use of this software.

The introduction of PCs in the 1980s, and the development of spreadsheet software such as VisiCalc, Lotus 1-2-3, and MS-Excel, hastened a shift from mainframe applications to PC-based designs. This led to a highly competitive market for statistical and econometric software, ranging from ported mainframe software versions to newly designed PC-based software. The introduction of the graphical user interface (GUI) further eased the work of the analyst and market researcher by replacing tedious commands with smart menus, dialog boxes and help systems. No longer did the analyst need a detailed knowledge of programming and command languages.

Even as late as the early 1990s, database interfaces were uncommon in statistical, econometric, and time series analysis packages. A notable exception was the SAS system, which introduced database interfaces for a large variety of database management systems (DBMS) starting with DB2 and SQL/DS interfaces in 1987. However, computer scientists from the research...
fields of artificial intelligence (expert systems, neural networks, Bayesian networks) and database analysis (association rules) created the new field “Data Mining and Knowledge Discovery” for finding nuggets of information within huge amounts of data (Fayyad, Piatetsky-Shapiro, Smyth, & Uthurusamy, 1996). A typical example is IBM’s Intelligent Miner for Data, which has an interface to DB2 databases (Cabeña, Hadjinian, Stadler, Verhes, & Zanasi, 1998). Because these systems incorporated statistical algorithms along with computational approaches, software vendors such as SPSS and S-Plus were able to enhance their statistical software with data mining capabilities, which improved their database interfaces considerably.

Along with the improved database interfaces, many systems now offer interfaces to programming languages. In S-Plus, statistical routines can be called from other software packages or from programming languages (e.g., Visual Basic for Applications) via ActiveX automation under Windows (Venables & Ripley, 2000).

3.3. The future of forecasting software for analysts and market researchers

In the early days of forecasting, there was a large gap between the development of statistical methods and their availability in commercial software. This gap has become smaller in recent years. However, the software is not perfect yet. As will be seen shortly, there remain deficiencies with regard to data handling, user interfaces, and intelligent support of forecasting processes. Unfortunately, up to now, most forecasting systems have not been organized around a workflow model with well defined processes, including cookbook-like recipes. The use of cases which define different user roles according to competence and tasks, as well as the application of process-oriented software development tools like UML (universal modeling language) may help.

One explanation for the persistence of these deficiencies may lie in the priorities of the software vendors, who concentrate on refining methodologies rather than on user support, especially if the vendor’s clients are analysts who are well acquainted with data handling and programming. Nevertheless, time pressures on analysts are growing, affording less time for data collection, data preprocessing and model development. For example, the daily demand for beer is highly dependent on calendar effects, weather, and advertising. However sophisticated causal methods such as transfer functions and state space models are rarely applied (Hanssens, Parsons, & Schultz, 2003). There are several reasons for this.

First, the data requirements are onerous: heterogeneous data must be collected and merged from different local and remote bases. Beer sales are taken from an on-line transaction processing system such as SAP/R3, advertising effects from spreadsheets, and calendar and holiday effects from a database or handled by the software itself, and weather data are provided by meteorological offices. To accommodate the diversity of data sources, forecasting systems should include a large number of data import and export facilities such as online database connectivity (ODBC), Java database connectivity (JDBC), extensible markup language (XML) parsers, and interfaces to online analytical processing (OLAP) software such as Cognos, as well as facilities for joining queries. Ideally the forecasting system would permit access to relational database management systems (RDBMS) by SQL (structured query language) commands. It would also be useful to give analysts a standardized access to commonly used economic databases, the way EViews remotely links to DRI databases via Global Insight.

The second difficulty is that for the collected data to be used as regressors in dynamic models, they must first be coded to represent the dynamic effects. For example, the Easter holiday can have a variety of lead and lag effects on beer demand, and these effects can be parameterized either as a single effect parameter or separated by different days. The same applies to weather effects, where rules have to be defined such that beer demand decreases above a threshold temperature, say 30 °C. Software should offer routines that facilitate coding of dynamic effects, and possibly include an automated rule-based system to create sensible combinations of regressors.

Third, there is the modelling burden. Software can do a better job in guiding the user through the necessary modeling steps. As the analyst will seldom rely on the results of one model, he has to have a convenient way of comparing the results of different models. One elegant solution might result from treating model results hierarchically as objects in tree
view controls (Microsoft, 1995) as they are commonly used to organize subdirectories in file systems. This approach is used by tsMetrix. By “drag and drop”, the analyst could select the models and place the results in a particular window or folder. In the same way, the analyst should be able to make minor changes in the structure of the model. It is also important to be able to add comments about the data (especially calendar data, advertising data, and special situations such as outliers due to announced price increases), computed models, the modeling steps within each model and the evaluation results. Otherwise, important contextual information will be lost.

While beer demand and other established consumer goods have long time series for modeling, suppliers very commonly are faced with time series that are short (due to new and replacement items) or intermittent, with frequent periods of zero activity. From a practical viewpoint, as time series grow from new products (zero length series) to short series and then to long series, we require model switches, but such requirements are usually not supported by the software.

Anticipatory information about the future is also common. Ideally a forecaster would be supported by some kind of a rule base, which allows him to find an appropriate forecast approach. This is also the area where techniques from data mining, multivariate statistics, conjoint measurement, etc., are potentially useful. For example, pattern recognition and cluster analysis techniques can be used to find similarities and common profiles between different time series or product features.

Forecasting software should also support the analyst in his daily repetitive tasks. To do so, the system should produce presentable reports, mixing tables, graphics and comments and offer a library of report templates. It would be useful to have a tool that can generate a template on the basis of existing reports (prototype reports). An example would be the request “generate report A without component B and add component C for time series X instead of series Y”. Interfaces to common presentation software such as MS-PowerPoint and text processors like MS-Word should exist in all packages, which is not the case today.

As noted by one referee, simulation methodologies are still rarely used. Random number generation techniques have been used to evaluate the estimation properties of forecasting methodologies for many years. Nevertheless there are three other branches of simulation which are promising but which did not find their way into commercial forecasting software. The first is the utilization of bootstrap techniques which can be used, for example, to calculate forecast prediction intervals as in PhiCast. These techniques have great potential, especially in cases where analytical results are difficult to derive (as for forecast combinations). The second potential application area is Monte Carlo Markov Chain (MCMC) techniques as (Bayesian) substitutes for traditional estimation techniques (see, for example, West & Harrison, 1997). The third (and nearly unexplored) area is the application of risk evaluation software like Crystal Ball and @Risk which can potentially be used to integrate point, interval and distribution-forecasts into a wider framework including user defined strategies for sales and marketing and also for supply chain management including inventory control—topics which are covered in the next section.

4. Forecasting software developments for business and operational planners

4.1. Business and operational planning

Business planning occurs on a regular basis, often with the development of a monthly sales plan. In turn, the sales plan is the basis for marketing plans, purchase decisions and investment planning. A sales plan differs from an operational plan in that it addresses a higher level of aggregation in terms of both time and product, and is rooted in revenues rather than volume.

Business planning forecasts are usually produced on a monthly, quarterly or annual basis for product groups (instead of products), brands, and different business units such as sales regions. The maximum forecasting horizon usually ranges from 1 to 5 years. An operational plan is the basis for production and logistic decisions. It usually includes all aspects of the company’s supply chain:

- demand plan,
- inventory plan,
transport and distribution plan,
replenishment plan,
production plan,
maintenance plan, and
collaborative plans.

For operational planning, forecasting programs are needed to compute future demand per stock-keeping-unit (SKU) on a daily, weekly or monthly basis. In energy planning, forecasts are required by the hour and at 15 min intervals. Typically, forecasts at the SKU-level must be made for a large number of items, very often in the thousands, and these items are usually grouped into a product hierarchy, by distribution channels and by sales regions. When numerous items must be forecast on a frequent basis, the use of pre-defined or automatic forecasting techniques is critical. Forecasting systems must not only address organizational requirements for accuracy but also for processing speed, robustness and user interfaces.

The distinction between business planning and operational planning depends on the way a company organizes its planning processes. Ideally, a forecasting system should integrate both components into a mutually consistent set of plans. This is not the reality in many companies today, where we find separation more common than integration. In operational planning, the forecast horizon is short and often does not exceed 6 weeks. These forecasts affect decisions on the production levels per line (production schedule), lot sizes, transportation schedules, and the purchasing of materials for particular time periods. In business planning forecasting the number of time series is relatively low, allowing individual inspection and manipulation by the planner. This allows at least partial application of the approaches described in the last section. In contrast, in operational planning the number of time series is huge, which severely limits the possibility of individual inspection and manipulation. Thus, automatic procedures for forecast computation are necessary.

Additionally, business planners are usually less expert in forecasting methodologies than in the functional areas of the business, such as marketing, finance and accounting. In contrast, operational planners are often engineers or business administrators with a substantial knowledge of the logistical and technical processes, but little familiarity with forecasting methodologies.

4.2. Forecasting software for business and operational planners

Although forecasting libraries in FORTRAN and Assembler were available from the 1960s, their use was tiresome, as described above. This meant that, generally, sales plans were still set up on paper. Very slowly, larger companies (e.g., ICI, see West & Harrison, 1997) began to make use of these routines for business planning. However, these routines only provided forecasts, with hardly any integration to other systems. To compute forecasts, batch runs had to be programmed and intervention in the forecasting process itself (e.g., alteration of parameters) was not possible. While an analyst concentrating on forecasting a few series could invest the time to try out different forecasting models to improve forecast accuracy over various batch runs (see above), the time involved for an operational planner with a much larger number of series was too great. Therefore, model selection within the business forecasting process was rare. As a consequence, forecasting accuracy was usually poor. It took a long time for companies to introduce forecasting for business planning and even longer for operational planning.

In pure batch processing systems, the user could not interact with the software as it executed. This deficiency was remedied by the introduction of line-oriented terminals, which allowed the system to ask the user for his input during the different processing steps. For example, a seasonal decomposition could be computed before deciding whether to apply seasonal or nonseasonal forecasting methods. A typical example is the early version of the forecasting software Sibyl/Runner (Makridakis, Hodgson, & Wheelwright, 1974). Simple menus could be designed listing the different options by numbers, so that the user could enter the number of his selection. The quality of a forecasting system at that time was highly dependent on the number of interactive branches, as well as on the modeling choices available.

With the invention of character-based user interfaces (e.g., the IBM 3270 architecture introduced in
1972, see Herrmann, Kebschull, & Spruth, 2004), the user could move the cursor all over the screen, and enter instructions without following a prescribed sequence. As common as it is today, this was the first time the forecaster could make technique selections by setting all parameters simultaneously on the same screen before invoking the forecast computation. Early versions of LOGOL (Brown, 1977, 1982) and FORSYS (Lewandowski, 1982) are two examples which used full-screen character-based user interfaces.

The first software systems that permitted business planners to interact closely with the forecasting process appeared in the 1970s. These offered simple planning features such as administration of time series, aggregation and disaggregation of series, planning screens, report generators, and functions to manipulate data and produce elementary graphs. Initially, graphs were character based, but later these were replaced by screen and presentation graphs (e.g., on IBM mainframes in the early 1980s by using the graphical data display manager GDDM).

Until the development of the PC in the 1980s, the use of forecasting software was still an unusual sport, practiced by a few large companies. But the arrival of the IBM PC ushered in a new era. The cost of computing fell sharply, stimulating the demand for software and creating an industry of software developers. Abetted by user interface architecture like the CUA (IBM’s common user application) we began to see features such as overlapping menus and scrollable text boxes. By the mid-1980s, Peer Planner, Demand Solutions, and Forecast Pro had appeared on the market along with a wide variety of forecasting packages (Rycroft, 1989, 1993), some of which could partially automate the forecasting process (Tashman & Leach, 1991). However, by the end of the decade, many of these systems had disappeared from the market as they did not meet the requirements of practitioners in terms of simple usage, robustness etc.

Simultaneous progress was being made in database programs (e.g., dBase) and spreadsheet systems (e.g., Lotus-1-2-3). These, along with rapidly increasing hardware capabilities, sparked major advances in forecasting software including functionality for parameter optimization (e.g., optimizing smoothing constants in exponential smoothing), multi-level forecasting for product and geographic hierarchies, data and forecast overrides, and others. Forecast Pro introduced an eyeball adjustment feature allowing the forecaster to alter data as well as forecasts by adjusting observations and forecasts in time series plots (BFS, 1994). The forecaster of the 1990s now had the luxury of concentrating on the forecasting and planning problems.

Graphical facilities, interfaces to databases, spreadsheets, external data sources, numerically and statistically robust methods, and simple automatic algorithms for the selection and specification of forecasting models were now common features of business forecasting software (Küsters & Bell, 1999). Not surprisingly, awareness of forecasting software tools grew rapidly, although the majority of companies at the close of the 20th century still used spreadsheets to develop sales plans (Sanders & Manrodt, 2003).

Most recently, with the emergence of computing networks and intranets since the mid-1990s, participants in the forecasting process who were located at different sites could more readily collaborate, particularly on sales plans. Collaborative forecasting found its way into systems such as Demand Solutions, Futurmaster and Futurcast.

The acceptance of the internet and email as standards for worldwide communication nurtured collaborative forecasting in a wider sense. Forecasts developed at the customer side of the supply chain could be passed along the supply chain to suppliers and raw material providers, giving rise to CPFR (collaborative planning, forecasting and replenishment), especially within the consumer goods industries, and to VMI (vendor managed inventory) systems, where the manufacturer takes responsibility for the replenishment of the retailer’s stock level.

The distinction between business planning and operational planning, never sharp in the first place, was now disappearing. Systems such as Peer Planner and Logol could be used to produce forecasts at the product level for operational planning, as well as at the product-group level for business planning. The emphasis in such systems was not on the planning process but on the forecasting engine. However, the use of methodologically sophisticated forecasting
systems strongly linked to production scheduling, transport planning, inventory and purchasing was hardly known in the past. For a long period of time the main obstacles were missing interfaces between forecasting and production planning.

The first commercial forecasting systems, like IMPACT (IBM, 1963), were purely operational forecasting and replenishment systems, providing SKU forecasts. However, product-level forecasts were needed for production scheduling and material replenishment. As a consequence, simple forecasting models were embedded in production planning systems, including BAAN, i2, Peoplesoft and SAP/R3 (Fandel, François, & Gubitz, 1997). In comparison to the business forecasting systems, these operational systems (e.g., SAP/R3, mySAP) incorporated only simple techniques such as trend curves, elements of exponential smoothing and tracking signals. Standard concepts, such as probability-based prediction intervals and out-of-sample evaluations, were hardly implemented. An overview of the forecasting features of production planning systems in the mid-1990s can be found in Fandel et al. (1997). This gap was partially closed by the end of the 1990s. SAP for example developed a module called APO (Bartsch & Bickenbach, 2002), where forecasting methods and sophisticated optimization routines augment the simpler functions included in SAP/R3. Still, sophisticated modeling such as the automatic Box–Jenkins systems as implemented in Autobox and SCA-Expert, as well as rule based forecasting (Collopy & Armstrong, 1992), have not found their way into operational planning.

4.3. The future of forecasting software for business and operational planners

The majority of business and operational planners focus their attention on similar data, mainly sales figures. Sales effects at both the item and group levels have common origins, such as seasonality, trading days, and promotions, so it would seem that the same forecasting techniques could be applied. On the other hand, there are substantial differences. While a business planner concentrates on forecasting a small number of aggregated series and takes pains to provide detailed explanations and reporting, operational planners have to spread their attention across a large number of series and frequent forecast rounds. Consequently, the operational planner can devote much less time to the specific features of the data and the forecast models, and seeks to automate the forecast process as much as feasible.\footnote{7 There is another issue which is often overlooked. As demonstrated by West and Harrison (1997, pp. 604), general factors like economic fluctuations may exhibit a stronger impact on the variability of aggregates than on the variability of their components. This implies that factors which are important for corporate-wide planning differ from factors which are important for SKU-specific planning.}

The challenge for the future is to integrate the business and operational planning components. First, DBMS interfaces are required, just as they are by analysts. However, for rolling planning environments it is not so important to have a large number of interfaces. Instead, a stable, robust and fast interface to the transaction database or online data warehouse must be available. Obviously this process is simplified (and cheaper) if little or no interface programming is necessary. The stability and online synchronization of the forecasting database with the actual enterprise data are very important here.

Furthermore, in supply chains of consumer products bullwhip effects often occur, which can be defined as an increase in variability as fluctuations travel up the supply chain. This means that retailers directly observe the customer demand without much variation while inventory and back-order levels fluctuate considerably across their supply chain. An approach to handling this problem is the introduction of collaborative planning and forecasting replenishment (CPFR) and vendor managed inventory (VMI) systems. As these forecasting processes involve several companies of the supply chain, the software must offer a standard interface by which data can be exchanged. Some organizations have developed standards regulating the information exchange processes, as well as the data structures and contents. For example, a standard for exchanging forecasts within the German consumer goods industry has been developed by the Centrale für Coorganisation (CCG, 2002). Standardization of supply chain management processes is also in progress, according to the Supply Chain Council (2004), which designed the “Supply
An increasing number of SCM vendors follow this process architecture, so forecasting software vendors will also have to pay heed to it.

There is a specific problem with truncated supply which often occurs in practice. In the case of a surplus demand, most systems usually do not record the actual demand but only the actual sales, so that only the latter can be used for forecasting. In such cases all forecasting methods, with the exception of subjective approaches, generate biased forecasts which lag substantially behind actual demand. Another typical problem which sometimes occurs in practice is that sales data are recorded on the day of invoicing which often does not fall on the day of shipment - the latter being relevant for production and logistics scheduling. Such problems cannot be handled by methodological inventions but only by correct database design. Nevertheless, software and database developers should set up environments to save this information jointly with the time series to be forecasted to allow auxiliary analysis and to make the software suitable for future methodological enhancements.

Second, when incorporating special effects like advertising and calendar events, modeling is still often on a case-specific base requiring user interaction, for example by setting up a distributed lag structure for the advertising effect. Given the large number of time series in planning, some of the procedures indicated above (pre-defined effect profiles and lag specifications) need to be performed automatically and over hierarchies. Manual interaction must be limited to a small number, requiring in turn the use of some kind of effect prorating or automatic modeling.

Procedures which are prone to errors can be used if exceptions will be caught by trap mechanisms. Unfortunately there are still many systems that are not able to detect and handle numerical errors (such as overflow, denormalized operands, and insufficient data) appropriately. Furthermore there are still well-known and widely-distributed systems where the forecasting methodology is constrained to a small number of trend curves and exponential smoothing models.

While many techniques often work satisfactorily for some longer series, especially on a monthly base for short horizons, the increased application of high frequency data (such as quarter-hour data in energy and point-of-sales data aggregated to hourly and daily figures) requires the incorporation of causal effects. Unfortunately, current systems do not include a well established but simple methodology. Consequently, most planners are forced to restrict their forecasting repertoire to techniques which do not take causal effects into account.

Most planning systems rely on internal rather than external forecast routines for application to automatic modeling. Unfortunately, internal components are often badly designed and inaccurate. While there is no direct proof of this assertion, detailed surveys of production planning systems (e.g., Fandel et al., 1997) and forecasting systems (Küsters & Bell, 1999) indicate that many systems still implement a restricted set of pre-defined models, rely on crude initialization techniques, apply rough and computationally expensive grid searches for parameter estimation, etc. Despite these problems it is often cumbersome to substitute third-party forecasting software in their place. There are several small software companies that provide excellent forecasting tools but which cannot be readily embedded into ERP systems. Some ERP vendors set up rules requiring vendor certification before they will be supported by the ERP system, and certification can be expensive. For example, SAP offers a formal SAP integration and certification program, which “guarantees an SAP proven, high quality integration of third-party products, which allow a seamless flow of business data through SAP and non-SAP components via open interfaces” (Hoeffner, 2003).

Forecasting software has been designed as stand-alone systems concentrating on model selection for obtaining accurate forecasts. The vendors invest little or nothing in the processing of the forecasts for subsequent decisions such as those involved in inventory replenishment and production scheduling. Moreover, many of them neglect interfaces to other systems. Notable exceptions are systems like ForecastPro and, to a lesser extent, Smart Forecast and Delphus, the latter with its dynamic link library PegelsDLL.

A major failing of planning systems is the lack of attention paid to the theoretical basis of modeling, and therefore to the measurement of uncertainty in the
forecasts. Without measures of uncertainty, the forecasts are not directly applicable to replenishment and scheduling strategies. If, for instance, forecast error-distributions were computed and passed on to ERP software, forecast uncertainty could be incorporated into the calculations of lot sizes and replenishment levels and intervals.

It is desirable that forecast model selection should not be based simply on forecast error metrics but also on the costs of forecast errors in terms of replenishment policies (Gardner, 2005). For instance, the frequency of out-of-stock occurrences resulting from a certain model should suggest the need to switch to a different model, as should excessive inventory costs. The necessary feedback between the forecast and the decision is not provided in today’s planning systems. The problem is aggravated by the focus on point forecasts in optimization routines for production scheduling. In doing so they fail to capture the capabilities of modern forecasting methodologies to measure uncertainty.

In logistical systems, out-of-stock occurrences are often tracked by key-performance indicators (KPI). Most KPI-systems do not include appropriate indicators of forecast errors—the deviations of forecasts from actual demand. While tracking signals have been around since the 1960s (see Gardner, 1983), these metrics are more often found in planning software than in forecasting software. Sometimes statistical monitors can be found in systems with a primary focus on planning, but the majority of advanced planning systems only offer non-statistical, threshold-based alerts. From a business perspective, KPI-like out-of-stock percentages and excess stock are useful, but these statistics are rarely used for reporting forecast accuracy. For the latter, static and dynamic forecast simulations are useful, but their availability in integrated planning and forecasting systems is rare.

Forecasting and planning software often seem to follow different paths, yet, their integration should be a high priority for future software enhancements. The same applies to other application areas. Energy management systems already include forecasting subsystems (see, for example, the PSI system). However, as one of the referees pointed out, there are many other areas like automatic teller machine (ATM) cash replenishment management, and staff management software for call centers etc., where a tight integration of forecasting modules with the business optimization module may help to improve business decisions.

5. Conclusions

Few forecasting software systems provide state-of-the-art functionality. Too many systems rely on outdated methods. Examples are non-optimized smoothing parameters, naive initialization in exponential smoothing, erroneous formulas for calculating safety stocks, graphs with inadequate time scales, lack of capability for forecast adjustments, aggregation of individual item forecasts and prorating of aggregate forecasts, as well as erroneous prediction intervals. Software vendors need to upgrade to incorporate more recent methodology.

Many advances in forecasting are not incorporated into forecasting software within a reasonable time, if at all. Software developers naturally have to wait to see which new methods stand the test of time (i.e., become popular in the applied journals), but these methods are biased toward the simpler ones. If a researcher wishes to apply a new method, he must duplicate the effort of the method’s inventor: he must rewrite code that already has been written once. This is not an efficient way for science to progress. Given a choice between programming a complex method and a simpler method, many researchers will choose the simpler method, since it is easier. Thus, it is the easy-to-program methods that get used in applied journals.

Those software developers who pay attention to new approaches face an additional obstacle. They see that a method has become popular in the applied literature, and then attempt to write their own code for the proposed forecasting algorithm. Often they must make educated guesses (which are sometimes wrong) about the details of the algorithm that were omitted in the article. Moreover, testing new methods is rendered more difficult than it should be because the

---

8 See McCullough and Renfro (1999) for the history of how Bollerslev’s (1986) initial GARCH article omitted some crucial algorithmic details, resulting in different packages giving markedly different answers to the same GARCH problem.
originators of the methods were not required to create an archive of the data used. In some cases it is impossible for the developer to verify that his version of the program produces the same answer as the inventor’s published results.

So while hardware processes are much faster, software advances at a snail’s pace. To test a new method, the developers and researchers have to re-invent the wheel and program the code from scratch. In the age of the world-wide-web, there is no reason not to archive the data and the code used as the basis for an academic article. Consider how easy it would be for a researcher to compare two or three different methods if he did not have to program each one from scratch. See Anderson, Greene, McCullough, and Vinod (2005) for a detailed discussion of this topic.

In an operational setting, software now permits automatic forecasting and the integration of forecasts into planning. But large numbers of series are still being forecast by the crude methods contained in planning systems while opportunities to apply more sophisticated and precise techniques are not offered. So there is still much room to apply advances in statistical forecasting to current business processes.

Forecasting is very often dependent on branch, production and sales channels. So we need forecasting systems tailored to the needs of specific branches and user groups. This might require the development of branch-specific forecast and operations architectures that take into account the peculiarities of branch-specific information (data) and decision-making requirements.

We believe that progress in forecasting requires forecasting methodology to be closely linked to the available data and to the context in which business decisions are made. We require closer integration between the information offered by forecasting and the use of this information in optimization and decision-making.

Twenty-five years ago, forecasting software existed only on mainframe computers, and was used largely on aggregated data by technically-trained individuals. Now it exists on nearly every desktop and is profitably used by many who have little technical training. To the sophisticated forecaster, the methods available boggle the imagination. Yet problems persist. Then, as now, the computing accuracy of software cannot be taken for granted (McCullough, 2001; Newbold et al., 1994). We did not know then, though we do now, what constitutes “best practices” in forecasting (Armstrong, 2001), yet these best practices have not been incorporated into software (Tashman & Hoover, 2001). Much has been accomplished, yet much remains to be done.
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